0
o’
DESIGN SYNCHRONIZED
TRANSCEIVER SYSTEM
BASED ON FREQUENCY

HOPPING SPREAD

SPECTRUM

ISBN: 978-93-90753-97-0

Authored by

Khalid Awaad Humood

Ali Abbas Ali

Omar Abdulkareem Mahmood
Tahreer Mahmood

Published by

Novateur Publication
466, Sadashiv Peth, M.S.India-411030




Design Synchronized Transceiver System
Based on Frequency Hopping
Spread Spectrum

Authored By

Khalid Awaad Humood !
Ali Abbas Ali 2
Omar Abdulkareem Mahmood 3
Tahreer Mahmood *

L4Department of Electronic Engineering, University of Diyala, Iraq
2Former Professor of Communication & Signal Processing, Isra University/Jordan
3Department of Communication Engineering, University of Diyala, Iraq

www.novateurpublication.com



Acknowledgments

First of all, our deepest gratitude goes to ALLAH, the Compassionate, the
Merciful for everything. I would like to express my sincere gratitude and thanks
to my research group for the continuous support of my work. study. their
patience and guidance helped us in all my time of research and the writing of
this book. It was a great privilege to work and study under their guidance. My
sincere thanks also go to all those helped and supported me during this work.
Without their support it would not be possible to conduct this research book.

| am extremely grateful to my mother for her prayers, love and sacrifices.
| am very much thankful to my wife and my sons for their love, understanding,
prayers and continuing support to complete this work. Also, | express thanks to
my friends for their support, without them | could have never completed this
book. | express my special thanks to the department of electronic engineering
college of engineering university of Diyala for their honest support throughout
this research work.

Last but not the least, | would especially like to thank my country for their
continuous support, represented by my sponsor, the university of Diyala.

www.novateurpublication.com



Abstract

Frequency hopping spread spectrum (FH/SS) communication system has
played a growing role in modern communication systems for both military and
civil applications due to its unique features. It is one of the avoidances spread
spectrum (SS) communication which is used in the jamming and interference
environments. In FH/SS system, a synchronization reception with the code at
thereceiver is used for de-spreading the received signal and then a subsequent
data recovery is followed. There are many available synchronization techniques
that can be used in FH/SSS. Most of these techniques require complex search
operations and hence need complex hardware.

In this book: a contiguous and noncontiguous parallel digital BPF banks
for FH/SS transceiver system has been designed and implemented in real time
successfully using MATLAB-Simulink. The above designed bank of filters is
used as a simple and efficient approach for synchronization of the FH/SS
transceiver system. Four FFH/SS transceiver systems using contiguous and
noncontiguous BPF banks are proposed to transmitting at data rate 160 k bit/sec
for frequency hopping rate of 160 k hop/sec. Four systems have been used to
spread the transmitted data in the HF band, 18 MHz (3-21MHz), 37.2 MHz (3-
40.2MHz) for ASK and BFSK FH/SSS using contiguous digital BPF banks
respectively, 9.6 MHz (3-12.6 MHz), 19.2MHz (3-22.2MHz) for ASK and
BFSK FH/SSS using noncontiguous digital BPF banks respectively.

Noncoherent detector is designed and simulated in the receiver due to
Doppler effect. Two models of the jamming MTJ and HJ were designed and
simulated. The proposed systems were examined in the presence of noise and
two type of jamming: multitone and hopper. The obtained results proved that
the proposed systems were passed these tests successfully.
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Chapter one
Introduction

1.1 General Considerations.

The digital BPF is used in spread spectrum systems as ultra-wideband
transceiver for low transmit power, low immunity to noise and interference,
high data rate. Also, it is used in spread spectrum systems narrow band wireless
transceiver for high selectivity, high immunity to noise and interference
low data rate [1]. It is also used as basic element of a matched filter in
tracking system for synchronization. Digital BPF is also used as adaptive
or variable filter to cancel the noise or to make a parallel digital filter banks
with adjustable cut off frequency [2]. In general, the digital BPF is used in
spread spectrum system in three areas. Firstly, in transmitter to reject the one
sideband of FSK modulator after spread the data [3]. Secondly in receiver, it is
used to reject unwanted signals before de-spreading. Thirdly it is used in unit of
synchronization as one part of matched filter, to achieve the tracking [4]. In this
work design and simulate bank contiguous and noncontiguous parallel digital
BPF banks for FFH/SS system receiver to achieve synchronization is presented.

1.2 Spread Spectrum Concepts.

Spread spectrum communications systems are often used when there is a need
for message security and confidentiality, or when it is a requirement that the
message be received error free [5]. A spread spectrum system is able to offer a
very high degree of message security in a number of ways, depending on the
system implementation. Such a system may spread the data over a very
wide bandwidth, making it almost impossible for a narrow band receiver to
decipher any useful information. Along a similar vein, the same system may
be able to offer a very high degree of interference rejection, both from

intentional and unintentional sources [6].
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2

A spread spectrum communications system is usually characterised as one in
which the transmission bandwidth is much greater than that necessary to
transmit the required information. In addition, demodulation must be
accomplished by correlating the received signal with a replica of the signal
used to spread the information [7]. Spread spectrum modulation system was
initially designed to permit digital data transmission under the difficult condition
of very low signal-to-noise ratio (SNR) due to the low signal level and the
presence of intentional or unintentional co-channel interference [8]. To be
classified as spread spectrum, the modulation signal bandwidth must be at
least 10 to 100 times the information rate,and must be independentof
information bit rate [9]. Spread spectrum systems have many features,
such as: selective addressing capability, CDMA, low power spectral
density, message  screening from eavesdroppers, navigation and high-
resolution ranging, interference rejection and improved reliability infrequency
selective fading and multipath environment [10]. There are several basic spread
spectrum techniques available for use in digital data communication, these are:

a- DS: in which the energy of the required baseband transmission spreads

over the required bandwidth by multiplication with a pseudo-random digital

code sequence at an appropriate rate.

b- FH: in which the instantaneous frequency of the baseband transmission is

changed in pseudo-random manner over the required bandwidth.

¢- Pulsed FM or chirp: in which the instantaneous frequency of the

transmission is swept across the required bandwidth in an appropriate manner.

d- TH: in which high-power bursts of wideband transmission occur at pseudo-

random intervals of time.

e- Hybrid techniques: in which two of above-mentioned techniques are

combined (e.g. DS/FH, DS/TH... .etc.).
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1.3 Spread Spectrum Technique.

Spread spectrum uses wide band, noise-like signals. Because spread spectrum
signals are noise-like; they are hard to be detected. Spread spectrum signals are
also hard to be intercepted or demodulated. Further, spread spectrum signals are
harder to jam than narrow band signals.

These LPI and AJ features are why the military has used spread spectrum
for so many years. Spread signals are intentionally made to be much wider
band than the information they are carrying to make them more noise-like [11].
These special “spreading” codes are called “pseudo random™ or “pseudo noise”
codes. Spread spectrum transmitters use similar transmit power levels to
narrow band transmitters. Because spread spectrum signals are so wide,
they transmit at a much lower spectral power density, measured in watts per
hertz, than narrow band transmitters. This lower transmitted power density
characteristic gives spread signals a big plus. Spread and narrow band signals
can occupy the same band, with little or no interference. This capability is the

main reason for all the interest in spread spectrum today [12].

1.4 Channel Capacity of Spread Spectrum
The basis for spreading the spectrum of an information bearing signal is

Shannon's well-known theory which suggests the following exchange
between SNR and bandwidth technology can be derived from channel capacity
as follows [12,13]:

C=B Log2{l+%} (1.1)

where:

C: channel capacity in bit per second (bps).
B: bandwidth in Hertz.

N: noise power in watt.

S:signal power in watt.

This equation shows the relationship between the ability of the channel to

transfer error-free information in comparison with the signal-to-noise
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4
power ratio existing in the channel and the bandwidth used to transmit the

information.

Thus, for any given noise-to-signal power ratio (N/S), it can be seen that a low
information-error rate can be achieved by increasing the bandwidth used to
transfer the information. It is not possible by any encoding method to send at a
higher rate and have an arbitrarily low frequency of errors. Shannon’s
expression for channel capacity represents the theoretical upper limit on data
rate where arbitrarily small probability of bit error can be achieved with coding.
In practical systems it is difficult to transmit at or near the capacity limit because
the system complexity increases in proportion to the complexity of the
coding scheme; and, the randomness of the system noise will tend to limit the
number of discrete subdivisions of the signal that can be distinguished reliably
[13].

1.5 Literature Survey.
Most of the previous works dealt with the design or analysis of a particular

part of the frequency hopping system like the synthesizer, synchronization,

modulation, demodulation and interference the previous works related to the
present work are:

Scholtz, [14] introduced the Wozencraft Iterated Coding System (WICS) which
Is one of the earliest FH communication systems. This teletype FH system was
developed in mid-1950s. It employs 155 different tones in a 10 kHz band to
communicate at 50 words/minute.

Mundy and Pinches, [15], designed and implemented the Jaguar-V frequency
hopping radio system which was developed by Racal Electronics Ltd for the
British Army in the early 1980s. The hop rate was 50-500 hops/sec and the
frequency synthesizer is based on a conventional single loop PLL with use of a
dual modulus presacral.

AL-Muraab [16] implemented a frequency hopping transmitter and receiver
connected back-to-back. The modulation was FSK,the PN sequence length

www.novateurpublication.com



5
was 15(24-1), the frequency synthesizer was a DPLL with settling time of

250 msec, and the transmitted frequencies were in the range of 145 kHz-211
kHz, with low data rate.

Meng [17] designed and analyzed of a coherent FH/SSS operating in the
presence of both jamming and a nonideal channel response.

Glisic [18] achieved a new tracking approach for SFH/SS signal based on
utilization of additional synch data carrying information for FH signal
tracking purpose, which is added to the digital data stream.

Glisic [19] introduced a new algorithm for discrete tracking of SFH/SS signals.
Each group of hopping is completely used for transmission of synchronization
data. The motivation for introducing this algorithm is that it allows a
large degree of flexibility with respect to trade of system performance,
complexity and the redundancy introduced for tracking purposes.

Miller and lee [20] used parallel matched filter with adaptive threshold to

reduce the acquisition time.

Borth [21], proposed an SFH personal communication system (PCS). In that
system, the carrier hops at a rate of 500 hops/ sec. The hopping frequency
synthesizer is based on a PLL and achieved a settling time of 0.6 msec.

Chen [22] analyzed the detectability of the frame synchronization codes
with such frame scheme under additive white Gaussian noise channel,
applying decorrelation method to perform once observed detection, major
decision detection and accumulation posterior detection. The analyses showed
accumulation posterior detection method can give better performance under the
strict restrictions.

Samuel [23], analyzed and designed a FH/SS transceiver for wireless
personal communications. This design proposes SFH-CDMA transceiver with
hop rate of 20 k hop/sec and data rate of 80 k bit/sec. The hopping frequency
synthesizer is based on a PLL and achieved a settling time of 600 p sec. Subhi
[24], implemented a wireless FH system by using a programmable transceiver
and a microcontroller to test the proposed synchronization method. The
system was intended at a low hopping rate.
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Hammed [25], designed and implemented a frequency hopping communication

system for both speech and data signal with hopping rate 9.6 k hop/sec and data
rate 9.6 k bit/sec. Chail [26], designed and implemented a branch hopping
wavelet packet system instead of implementing FH/SS, in the first part of this
work the synchronizationhad been assumed perfect and the system working in
low frequency band. Al-Fhaam [27], designed fast and multi carrier frequency
hopping signals over Frequency Selective Rayleigh Fading channel (FSRF). This
work proposed only theory without any numerical data for input or output
results and without synchronizations between transmitter and receiver.
Evaluation of different quantization resolution levels on the BER performance
of massive MIMO systems under different operating scenarios and An efficient
technique to PAPR reduction for LTE uplink using Lonzo’s resampling
technique in both SC-LFDMA and SC-DFDMA systems [28, 29, 30, 31].

The above works suffer from one or more of the following drawbacks
which are: -
1. Some of the above works are not study the jamming effect on those
presented systems.

N

. All the above works deal with slow settling time such as 250 m sec, 600 p sec.

3. Some of above works assume there are perfect synchronization between
transmitter and receiver.

4. All the above works do not mention anything about contiguous and non-
contiguous filters techniques.

5. All the above works do not show the shapes of the signals at different stages
of the work.

6. All the above works deal with low data rate such as 10 k bit/sec, 20 k
bit/sec.

7. Most of the above works do not work in real time operation.

8. All the above works are not given clear idea about modulation or

demodulation, such coherent or noncoherent, related with that works.
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1.6 Aims of The Work.
The aims of the present work are to:
1. design and simulate a parallel digital BPF banks for FH/SS transceiver
system using MAT LAB-Simulink.
2. design and simulate a wireless transceiver for ASK and BFSK FH system
using MAT LAB-simulink with following properties:
a. the system spreads transmitted data in high frequency (HF) band with
hopping rate 160 k hop/sec and data rate 160 k bit/sec.
b. design and simulate ASK demodulator to achieve the detection of data
for ASK FH/SS system.
c. design and simulate BFSK modulator to modulate the data for BFSK
FH/SS system.

d. design and simulate noncoherent demodulator to achieve the diction of
data for FSK FH/SS system.
3. design and simulate two type of jamming model MTJ and HJ.
4. investigate the performance of the proposed systems in the presence of two
model of jammers (MTJ and HJ) and noise.
5. investigate the performance of FH/SS by seeing the shape of the signals at
different sequent stages of the designed systems.

1.7 Book Layout.
This book consists of six chapters:
e Chapter one: includes general consideration, spread spectrum concept,
how spread spectrum works, channel capacity of spread spectrum, literature
survey, aim of the work, and book outline.
o Chaptertwo: presents a review for the frequency hopping system and the
related theory.
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e Chapter three: covers the proposed design and simulation of contiguous

and noncontiguous digital BPF banks for ASK and FSK FH/SS systems.

e Chapter four: is concerned with the proposed design and simulation of
ASK FH/SS transceiver systems using contiguous and noncontiguous digital
BPF banks.

o Chapter five: presents the proposed design and simulation of BFSK FH/SS
transceiver systems using contiguous and noncontiguous digital BPF bank
filters.

o Chapter six: gives the conclusions, recommendations and suggestions for

future work.
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CHAPTER TWO

Frequency Hopping Spread Spectrum

2.1 Introduction.

This chapter a concentrate on giving FH system, therefore many topics related to
the FH are presented such as why it is preferred to the DS especially in secure
applications. A comparison is made between SFH and FFH. Also, this chapter
state the following: system background, parameter of FH, performance of FH in
the presence of noise and jamming. A review to other topics related to the work
Is presented such as DDFS, indirect DDFS and synchronization of FH.

2.2 System Background

A FH communications system differs markedly from a DS system. Whereas in
a DS system, the carrier frequency remains constant, and the data is spreading
over a wide band of frequencies, in a FH system, the data is transmitted
using a conventional narrow band technique, but the carrier frequency is
changed in discrete hops over a wide bandwidth. A typical FH spectrum is
shown in Figure (2.1). Note that the bandwidths of each individual carrier may
or may not overlap depending on the system design [32]. This technique is also
very secure in that a narrow band receiver will be unable to detect any
useful information, receiving just a short burst of information on odd
occasions. FH systems also have the ability to reject both intentional
and unintentional interference, although somewhat more involved than the
direct sequence case [33] .

A FH transmitter is shown diagrammatically in Figure (2.2). The receiver uses
the same technique as the transmitter, but in reverse, along a similar line to the
DS/SS transmit/receive pair. Note that although a second mixer stage and RF

oscillator are shown, their application depends on the desired carrier frequency.
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Figure (2.1) A typical frequency hopping spectrum.

Digital data « » FHISS

Output

PN Code Frequency RF Oscillator
Generator Synthesizer

Figure (2.2): FH/SS transmitter.

If the synthesizer is able to function at the required rate and generate the
appropriate frequencies, then there is no need for a subsequent mixing stage
[34]. In FH/SS, the signal itself does not spread across the entire large
bandwidth; instead, the wide bandwidth is divided into sub- bands, and the
signalhops from one band to the next in a pseudorandom manner.

FH system is nothing more than FSK except that the set of frequency
choice is greatly expanded [35]. A FH system consists basically of a code
generator and a frequency synthesizer capable of responding to the coded
output of the code generator [36] . Typically, each carrier frequency is chosen
from a set of 2" frequencies which are spaced approximately by the data rate
[3,12]. The simplified block diagrams of ASK and FSK FH system, are shown
in Figures (2.3) [26] and (2.4) respectively.

www.novateurpublication.com



11

Transmitte :Chann ' Receive
Mixe " - Mixe
Transmitted . . Receiwed
Data Demodulator—p Data
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Figure (2.3): Simplified block diagram of ASK FH system.

Transmitter :Chann ' Receive
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Data Modulator T Demodulator Data
. Frequency Frequency
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Figure (2.4): Simplified block diagram of FSK FH system.

The PN code generator is a sequence that consists of statistically independent
symbols (pseudo-randomone’s and zeros) called chips. The PN sequences have
the properties of random noise. The PN sequences used in spread spectrum
communication is usually periodic. The PN sequence has the following
properties [37]:

(a) they are easy to generate, (b) they have good statistical randomness
properties, (c) they have long period, (d) they are difficult to reconstruct from
short segments.

One of the most effective devices for generating a PN code is the maximum
length linear feedback shift register.

The clock of the PN code is one of the basic factors which limit the settling time
[38,39].
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2.3 Parameters of FH System.
The important parameter is the processing gain (Ge), which is defined as the
ratio of the bandwidth of spread spectrum signal (Bss) to the information
bandwidth (Bm) [13], and it is given by:

Gp =g (2.1)
Bss =(2” —1)A F (2.2)
Bm=AF (2.3)
where:

AF: frequency separation between two successive carrier frequencies,

n : the number of bits of the maximum length linear feedback shift register

=P -1 (2.4

In the design of practical system Pg is not, by itself a measure of how well the
system is capable of performing in jamming environment. For this purpose , the
jamming margin is introduced .This margin (M ;) is the amount of
interference that the receiver can withstand while operating and producing

an acceptable output signal-to-noise ratio in the jamming environment [7]. It is

defined as:
My (68)- G, (6B)- [EQJ () Loy (c®) (2.5)
where:

S/N : signal-to-noise ratio at output of the channel in (dB).

Lsys : System implementation losses in (dB).

It could not be expected to operate with interference more than jamming margin
above the desired signal.
2.4 Slow Frequency Hopping (SFH).

When the hopping duration (Th) is larger than the data duration (T) of one
information bit, as shown in Figure (2.5), the FH systemis called SFH
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system. That allows many data bits to be transmitted at each frequency hop and
the resulting transmitter and receiver equipment is simpler and less expensive
than that of FFH system. The disadvantage of SFH is that any enemy can
defeat the anti- jam protection by smart jammer which attempts to
measure signal frequency and tune the interference to that portion of the
band. If the jammer can adopt quickly enough, it may be able to follow the
SFH. on the other hand, SFH can be used to interleave many frequencies
multiplexed channels within the same frequency hop band. This would make it
difficult for the jammer to detect the specific target signal, the signal would
be lost among all others in the band [12,25]. As a consequence, SFH can be
useful either against simple jammer or in conjunction with frequency division
multiplexing of many signals. In many cases, these features, along with the
relative low cost compared with FFH may make this technique attractive.

2.5 Fast Frequency Hopping (FFH)

When the hopping duration (Th) is equal to or less than the data duration
(Tv) of one information bit as shown in Figure (2.6), the FH system is
called FFH system. This system is the better in avoiding both follower
jammer and multitone jamming because the signal is hopped to a new
frequency before the jammer can complete its measurement, retune and
interference functions [40].

Frequency Bit

Time

Figure (2.5) Time- frequency plane of SFH
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In the FFH/SS system, the required hopping rate (Rn) is determined by
considering time delays introduced by signal propagation to the receiver at the
jammer, and time delays involved in processing and tuning at the jammer [12].

Frequency
Bit

- f—
o e e

LB N e
e e e e - —-—

r ' 1 Time
<Thp

«— T,—>
Figure (2.6): Time - frequency plane of FFH.

2.6 Performance of FH System Under Noise and Jamming.

FH system has good performance under noise and jamming. Probably the most
important application of FH system is the resistance to jamming [41,42].

The effectiveness of FH system against sophisticated jamming depends upon the
unpredictability of the hopping pattern.

2.6.1 Noise.

In the case of the noise, the transmission channel simply adds AWGN samples
to transmitted data stream at the appropriate average power level to obtain the
desired SNR at the receiver [3].

In a FH/SSS the received signal is corrupted by the additive white noise only
and can be written as in following equation

r)=s®+n() (2.6)
where:

r(t) is the received signal, s(t) is the transmitted FH/SS signal, and n(t) is the

additive white noise.
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The probability of error (pe) for a FH /SSS employing ASK or coherent FSK

detector is identical to the probability of conventional (unspread) ASK and
FSK and can be written as [34,41].

Pe :lerfc i (2-7)
2 \/ 2N ¢

While the probability of errorin FSK system employing NC detections is

given by

1 |( ~Ep \|
Pe. FK s NC == €Xp ) (2.8)
where:

Ev: the energy per bit, erfc: complementary error functions.

No: the two-sided power spectral density of Gaussian noise.

2.6.2 Multitone Jamming (MTJ).

MTJis also called fixed tone jamming. The suitable method for this jamming is
to place multiple tones along the transmission band. This causes an interfering
with the hopping frequency and so the information is missing.

The probability of error in case of hitting a certain frequency may be represented
by [43].

of &) (M-1) (2.9)
\hit ) M

where, p(e/hit) is the error probability conditional on a  jamming tone
being in a receiver bandwidth and M, is the level of FSK modulation. The
probability of hit any frequency among the total number of frequencies used is.
P(hit)= Nj/N¢ /M (2.10)
where: N;j: the number of jamming frequencies, Nr.  the  number of
frequencies in total bandwidth. The probability of error is
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2.6.3 Hopper Jamming (HJ).

It is the same as the MTJ except that the HJ is driven by PN code generator with
high rate to spread the adjacent tones with spacing equal to the message bit rate
[34].

2.6.4 Partial Band Jamming.

Partial band jamming is characterized by a MTJ covering a fraction of the total
bandwidth. This jamming is more effective as causing a large degradation to a
fraction of the transmitted symbols rather than a little degradation of all symbols
[44]. 1t is clearly understood that during each hop, FH signal is simply as FSK
signal and hence. It has equivalent probability of error, which for noncoherent
system is given by equation (2.9). It is obvious that the systemis error free
in bands not affected by partial band jamming of the spectrum, and is an
FSK system in the jammed bands, which are of the spectrum [26].

2.6.5 Pulse Jamming.

The performance of frequency hopping system is affected by jamming
pulse, with duration more than the symbol time. The probability of error

may be calculated by the following formula [34]: -

pe=l (2.12)
2n

where 7 : is the pulse duty factor.

2.6.6 Follower Jamming.

A follower jammer also known as repeater or transponder jammer. It is a device
that, intercepts a signal, processes it and then transmits jamming at the same
center frequency. To be effective against a FH system, the jamming energy
must reach the victim receiver before it hops to a new set of a frequency
channels. Thus the greater the hop rate, the more protected the FH system
against a repeater jammer [45]. Figure (2.7) illustrates the geometrical
configuration of transceiver and jammer [41,46]. For a follower jammer to be
effective:-

dry +dr < (FTy =Ty ) V+dg (2.13)
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Dt3,Dr,D7r : distances from the transmitter to the jammer, from the
jammer to the receiver, and from the transmitter to the receiver respectively,
and V is the speed of the light, Tp: processing time required by the repeater,
Th:hopping period , F : fraction.

Jammer

i

*——— D1r —pe

*. Transmitte Receiver .-

.
------
----------

Figure (2.7): Geometrical configuration of transceiver and a jammer.

Equation, (2.15) states that the time delay of jamming relative to the
intended signal must not exceed a certain fraction of the T if the jamming is
to be effective.

2.7 Frequency Synthesizers.

A frequency synthesizer is a device that generates a large number of precise
frequencies from a highly stable reference frequency [38]. The frequency
synthesizer is the heartand the critical part of the system, because the settling
time of the synthesizer determines the hop rate of the frequency hopping
system. Recent advances in integrated-circuit design include the development of
inexpensive frequency synthesizers and their subsequent application in most
communication receivers [35,46].

A frequency synthesizer can replace the expensive array of crystal resonators in
a multichannel radio receiver. A single-crystal oscillator provides reference
frequency, and the frequency synthesizer generates the other frequencies [47].
The oldest synthesis method, first described by Finden , is referred to as direct
frequency synthesis; it utilizes mixers , multipliers , dividers ,and BPF , direct
synthesis has been superseded in almost all application by in direct (coherent)
synthesis , with utilizes a PLL that may be analogue or digital. The newest
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method is DDFS, it uses a digital computer and D/A converter to generate the
signal [48]. Each of these methods has advantages as well as disadvantage ;
and if the specifications are sufficiently stringent , it may be necessary to
incorporate all three methods in to the synthesis design, the three methods
are -

2.7.1 Direct Frequency Synthesis.

Is the oldest of the frequency synthesis methods, it synthesizes a specified
frequency from one or more reference frequency mixers. The oscillators are
usually easier to realize than the BPFs. Figure (2.8) illustrates a method of
generating 99 desecrate frequencies from 18 crystal oscillators. One switch
selects one of the nine oscillators that cover the frequency range one to 9 khz in
1-khz steps. The two signals are then combined in a frequency mixer, and the
BPF selects the higher of the two mixer output frequencies. Direct
frequency synthesis refers to the generation of new frequencies from one
or more reference frequencies by using a combination of multipliers, dividers
, BPF, and mixers [38].

Nine  —— 1l L,— Nine
Oscillators, [~ dw g Oscillators,
1t09 kHz ? Q 10to9 kHz

=

— Output Frequency

I

Band pass
Filter

Figure (2.8): A two-decade direct frequency

2.7.2 Indirect Frequency Synthesis.

The disadvantages associated with direct synthesis are greatly diminished with
the frequency synthesis by phase look technique that employs a PLL. A simple
PLL is illustrated in Figure (2.9). It is sufficient to state that when the PLL is
functioning properly, the two phase-detector input frequencies are equal.
That is, the output frequency must therefore be:

fo=Df, (2.14)
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where:

D: division ratio, f; : reference frequency, fo: frequency output.

fo

fr «—»{Phase detector Loop Filter -»| VCO
A

fo/D

Figure (2.9): An indirect frequency synthesizer

Therefore, the output frequency (fo) is an integer multiple of the reference
[25,49] this technique differs from direct synthesis in many respects. The system
analysis of indirect synthesis centers on an investigation of PLL stability and
acquisition, not on spurious outputs. Indirect synthesizers usually require small
hardware size, light weight, and low dc power consumption compared to direct
type, but require more time to switch from one frequency to another [39].
2.8 Synchronization in FH system

The synchronization process in FH system consists of two operations,
acquisition and tracking. Acquisition is the operation by which the phase of the
locally generated sequence is brought to within a fraction of the sequence. The
synchronization error is further reduced or at least maintained within
certain bound as a result of the tracking operation [50].

Acquisition problem is the most difficult task of synchronization. A code start
without prior knowledge of timing, or at best very minimal knowledge, is the
usual rule rather than knowing the proper time for achieving synchronization
with the desired transmitter and receiver [18].

Serial search and matched filtering are usually the most effective acquisition
techniques. The first type provides the acquisition of a long hopping pattern
and for short hopping pattern, the second method is used. In the serial search
acquisition system, the PN code generator operates at a rate different from the
transmitter code generator. The receiver configuration for acquisition is
illustrated in Fig. (2.11). The purpose of the matched filter, envelope detector,
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and the threshold detector is to detect the autocorrelation signal approximately

when the peak amplitude is reached [19, 51, 52, 53].

Figure (2.12) shows a matched filter acquisition system, the frequency
synthesizer produce tone frequencies (fi,f,...... ,f) which are offset by the
intermediate frequency (Fir) from the consecutive of the frequencies of the
transmitted hopping pattern.

Receivedsignal
Matched Envelope Threshold

Filter | Detector Detector

Frequency
synthesizer
A

1[2|— — =[n To

PN Code Clock Search —» Tracking
Generator Control [~

Figure (2.11): Serial search acquisition system

A significant point in the use of matched filter acquisition system is that
they must accurately represent the clock period of the signal to be detected.
Doppler shift, clock frequency drift can cause the delay element periods in the

filter to be mismatched with the incoming signal [24].

IF Square Law Dela
> — y
fi
Receiwed
_ IE | SquareLaw Delay
signal °—>>—>®—> BPE > Detector — (m-2) Th — o]
f2
IF .| Square Law
BPE i Detector
Output
signal
<+—— ThresholdDetector |«

Figure (2.12): Matched filter acquisition system.
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Chapter Three

Design and Simulation of Contiguous and Noncontiguous Digital
BPF Banks for FFH/SS Receiver

3.1 Introduction.

MATLAB-Simulink is an attractive simulation tool that provides the
designer many facilities to rapidly design, implement and test the desired
system. Also, it gives the designer a clear imagination to the system parameters
required to complete the design. This information’s gained from MATLAB-
Simulink implementation [54]. Parallel contiguous and noncontiguous digital
BPF banks are designed and simulated. This design used for spread spectrum
receiver to achieve synchronization.

There are two main classes of digital filter FIR and IIR. In the proposed system,
IIR filter is used because this type needs less number of coefficients and order
than FIR [55].

IR is sensitive to number coefficients and is not suitable for prefect linear phase
response [56,57].

3.2 Design IR BPF

The design of a digital filter is a task of determined a TF which is a rational
function in Z* in the case of recursive (IIR) filters. This TF function must meet
certain performance specifications.

The designed individual BPF of the proposed system is considered as TF with
two zeros and two conjugate poles are shown in Figure (3.1).
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Imaginary

X . pole
O :zero
®j : angle in degree (i=1, 2, ..., 31)

Real

o : vector (|z|1%i,09>z>1)

Figure (3.1) : Pole zero configuration for the
designed BPF banks

Thenthe TF of proposed designed for BPF banks is given as fallow:

1-772
)
HYZ/= - - 3.1
(1-0el?) (1- e 1) 3.1)
¢j =i Ts; (32)
Where:
oci : center frequency (radian per second), (i=1,2, ...... ,31)

Tsi:samplingtime,i=1,2,...... ,31)

From equation (3.1):

-1 -1
H(Z)— 1-ZzH)a+zZz-)

- 3.3
1- 20, cos ¢iZ L+’ Z7? (3:3)

The general recursive filter TF can be given by the following formula [58].

H(Z)=|(ZL:kak)/(1+ fakzkw (3.4)
ko )l xa

where:

L and R: are integer numbers and must satisfy the inequality L < R.

ax and bx: are coefficient numbers.

By using MATLAB-Simulink version 7 and depending on equation (3.3), the

IIR second order Butterworth BPFO1 with (f. 3 MHz, fy4 3.6 MHz, f. 3.3 MHz

and fs 60 MHz) have been designed and so for the others BPFs. Its realization is

shown in Figure (3.2) and the magnitude response, pole zero configurations of
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IIR second order Butterworth BPFO1 for ASK FFH/SSS specified (f. 3 MHz, fu
3.6 MHz, f. 3.3 MHz and fs 60 MHz) using contiguous technigue are shown in
Figures (3.3) and (3.4) respectively.

x (n)
y (n)
bo +/ I ;
b = 1 -1
b, = 0 N “ | bubo
b2 =-1 <}< D

a; =-1. 825327310364317 -
a, = 0.939062505817493 Z

Figure (3.2): IR Second order Butte rworth BPF realization.

Magnitude Response (dB)

_______________________________________________________________________

Magnitude (dB)

7] At S OSSN HUU SO .

S NS S .

120 ' '

Frequency (MHz)

Figure (3.3): The magnitude response of IIR second order BPFO1 for ASK FFH/SSS
using contiguous technique.
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PoledZero Plot

7
0.3257

Imaginary Part

-
dy]
-
=
d3]
= -
]
h
=
=
d3]

Real Part

Figure (3.4): The pole zero configuration of IIR second order BPF01 for ASK
FFH/SSS using contiguous technique.

An important special case thatis used as a building block occurswhenL =R =2.
Thus H (2) is a ratio two quadratics in z*1, called a biquadratic section, and given
by:

C(bo+b1 Z H+bpy Z7%) b ((1+(by /bo) ZH 4+ (b /o) Z72))
H(Z)~ =

3.5
Lra1Z t +a,z 2 1+a1Z7t +ap 272 (3.5)
The direct form 11 and alternative realization of the biquadratic H (z) are shown
in Figures (3.7) and (3.8). The alternative realization has been shown to be

useful for amplitude scaling for improving performance of filter operation.

Figure (3.5): The direct form Il realization of the biquadratic section.
(H (@) =(bo+b1.z 1+ bp.z?) / (1 + a1z M+ a.z?))
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Figure (3.6): An alternative realization of the biquadratic section.
(H (2) =bo (1+ (bi/bo) z1+ (bz/bo) z2) / (1 + a1.z M+ a2.2?))

Finally the TF of the designed BPFOL1 IIR second order Butterworth is:
1-772

H(Z)=
1+1.825327310364317 Z1+0.939062505817493 72

3.3 Design of Parallel 1IR Second Order Butterworth BPF Banks for ASK

FFH/SSS.
It is designed using two techniques:

3.3.1 Contiguous Filters
In section (3.2) the design of individual IR second order Butterworth BPF is

done. The proposed system needs to design contiguous parallel 1IR second order
Butterworth BPF banks as shown in Figures (3.7) and (3.8) using MATLAB-
Simulink, which consists of 31 filters. Table (3.1) shows the TF for each filter
which is found by the same procedure as in section (3.2). In this proposed
system, the center frequency of each filter is shown in Table (3.2). The relation
between f., fy and fL is [59, 60, 61] :

fo = (fy + L )/2 (3.6)
where:

fc : center frequency, fu : 3dB band stop frequency, f. : 3dB band pass

frequency.
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i: 200 K bits /sec
Th

where:
1/ Ty : data rate.
The bandwidth of each filter is approximately twice of data rate (Rv) [62].

Rp =1/Tp (3.7)
AF=2/Tp+f (3.8)
where:

A F : 3dB bandwidth of BPF, f; : guard band.

fg=Rp /2 (3.9)

B = (2" -1)AF
(3.10)

where:

Bss spread spectrum bandwidth.

n: integer number (number of DFF of the PN code).

The design steps of this contiguous filters type are the same as those stated in
section (3.2). Figure (3.9) shows the distribution of the frequencies over the
ASK FFH/SSS band (3MHz — 21.6MHz) used in this system. The magnitude
response and pole zero configurations for BPFO1 are shown in Figures (3.3) and
(3.4) respectively which is stated in section (3.2). Figures (3.10) and (3.11) show
the magnitude response and pole zero configurations respectively for BPF31
ASK FFH/SSS specified (f. = 21 MHz, fy = 21.6 MHz , fs = 60 MHz, f. 21.3

MHz), using contiguous technique.

A 4

»  BPF1

» BPF2

|/po———————y > Cﬂp

A 4

BPF31 >

Figure (3.7): Parallel IR second order Butte rworth BPF Banks.
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O/P signal to

Received I/P signal despreding stage
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Figure (3.8): Design and simulation parallel 11R second order Butte rworth BPF banks for
FH/SSS. [(1,2, ........., 31) is the digital I/P used for controlling of BPFs]
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Table (3.1): The TF of Contiguous 1R second order Butte rworth BPF banks for ASK

FFH/SSS

Filter | Numerator Denominator

BPFO1 1-72 1-1.825327310364317 Z1 + 0.939062505817493 Z2
BPF02 1-72 1-1.780462134788994 Z-1 + 0.939062505817492 72
BPF03 1-72 1-1.728570288583437 Z1 + 0.939062505817493 Z2
BPF04 1-72 1- 1.669856565157487 Z1 + 0.939062505817493 Z2
BPF05 1-72 1- 1.604552680763758 Z1 + 0.939062505817493 Z2
BPF06 1-72 1- 1.532916359969485 Z1 + 0.939062505817492 Z2
BPFO7 1-72 1- 1.455230318635282 Z1 + 0.939062505817492 72
BPF08 1-72 1-1.371801148064918 Z1 + 0.939062505817492 Z2
BPF09 1-72 1-1.282958105079473 Z-1 + 0.939062505817493 72
BPF10 1-72 1-1.189051812581083 Z1 + 0.939062505817493 Z2
BPF11 1-72 1- 1.090452875804537 Z1 + 0.939062505817492 72
BPF12 1-72 1- 0.987550419707721 Z1 + 0.93906250581 7492 Z2
BPF13 1-72 1-0.880750553273190 Z-1 + 0.939062505817493 72
BPF14 1-72 1-0.770474766781543 Z1 + 0.939062505817493 Z2
BPF15 1-72 1- 0.657158268381848 Z1 + 0.939062505817492 Z2
BPF16 1-72 1- 0.541248266523904 Z1 + 0.939062505817493 Z2
BPF17 1-72 1-0.423202205030802 Z-1 + 0.939062505817492 72
BPF18 1-72 1- 0.303485957777140 Z1 + 0.93906250581 7492 Z2
BPF19 1-72 1-0.182571990097678 Z1 + 0.939062505817492 Z2
BPF20 1-72 1- 0.060937494182508 Z1 + 0.939062505817492 Z2
BPF21 1-72 1+0.060937494182508 Z1 + 0.939062505817492 Z2
BPF22 1-72 1+0.182519900976780 Z1 + 0.939062505817492 Z2
BPF23 1-72 1+0.303485957777140 Z1 + 0.939062505817492 Z2
BPF24 1-72 1+0.423202205030802 Z* + 0.939062505817493 72
BPF25 1-72 1+0.541248266523903 Z1 + 0.939062505817492 Z2
BPF26 1-72 1+0.657158268381847 Z1 + 0.939062505817492 Z2
BPF27 1-72 1+0.770474766781542 Z-1 + 0.939062505817492 72
BPF28 1-72 1+0.880750553273190 Z* + 0.939062505817492 72
BPF29 1-Z2 1+0.987550419707721 Z1 + 0.939062505817492 72
BPF30 1-72 1+1.090452875804536 Z1 + 0.939062505817492 Z2
BPF31 1-72 1+1.189051812581083 Z1 + 0.939062505817492 Z2
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Figure (3.9): The distribution of the frequencies over the band of spread spectrum
when using contiguous filters for ASK FFH/SSS.

Table (3.2): Center frequency of contiguous digital BPF banks for ASK FFH/SSS

www.novateurpublication.com

- Frequenc . Frequenc
Filter (I\?IHZ) y Filter (I\(}IHZ) y
BPFO1 03.3 BPF17 12.9
BPF02 03.9 BPF18 135
BPF03 04.5 BPF19 14.1
BPF04 05.1 BPF20 14.7
BPF05 05.7 BPF21 15.3
BPF06 06.3 BPE22 15.9
BPFO7 06.9 BPF23 16.5
BPF08 07.5 BPE24 17.1
BPF09 08.1 BPF25 17.7
BPF10 08.7 BPE26 18.3
BPF11 09.3 BPF27 18.9
BPF12 09.9 BPF28 19.5
BPF13 10.5 BPE29 20.1
BPF14 111 BPF30 20.7
BPF15 117 BPF31 21.3

BPF16 12.3
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Magnitude Response (dB)

Magnitude (dB)
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Figure (3.10): The magnitude response of IIR second order BPF31 for ASK FH/SSS
specified using contiguous technique.
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Figure (3.11): The pole zero configuration of IR second order BPF31 for ASK
FH/SSS specified using contiguous technique.
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3.3.2 Noncontiguous Filters

In this design noncontiguous technique is used to make the overall bandwidth
of FH/SS signal smaller than that used in contiguous technique. This
compression can make the system has good benefits. As shown in section (3.3)
the proposed system needs to design noncontiguous parallel IR second order
Butterworth BPF banks as shown in Figure (3.8). It consists of 31
noncontiguous filters. Table (3.4) shows the TF for each filter which found by
the design using MATLAB-Simulink. The center frequency of each filter is
shown in Table (3.4). The relation between f., fu and f. was stated in section
(3.1). The other steps design is the same as that stated in section (3.3). The
realization of each filter is the same as that shown in Figure (3.4) except that the
coefficient values are different. Figure (3.12) shows the distribution of
frequencies over the band of ASK FFH/SS used in this system. Figures
(3.13),(3.14),(3.15) and (3.16) show the magnitude response and pole zero
configuration for BPFO1 specified (f. = 3 MHz, fy = 3.6 MHz, fs =30 MHz, f.
3.3 Mhz) and BPF31 specified (f. = 12 MHz, fy = 12.6 MHz, fs=30 MHz, f.
12.3 MHz) respectively of IIR second order Butterworth noncontiguous BPF
banks for ASK FFH/SSS.

Maghnitude
(dB)
1 2 30 31 Frequency
> \ y B SR (MH2)
3dB ”/ I,\I \\e H i z//SI N
3 33 36 39 11.7 12 123 126

Figure (3.12): The distribution of the frequencies over the band of spread spectrum
noncontiguous filters for ASK FFH/SSS.
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Table (3.3): The TF of noncontiguous IR second order Butte rworth BPF banks for

ASK FFH/SSS

Filter | Numerator Denominator

BPFO01 1-Z2 1- 1.452678572599146 Z1 + 0.881618592363189 Z2
BPF02 1-Z2 1-1.374352894101055 Z1 + 0.881618592363189 Z2
BPF03 1-Z2 1-1.290603272612059 Z-1 + 0.881618592363189 Z2
BPF04 1-Z2 1-1.201760229626613 Z-1 + 0.881618592363189 Z-2
BPF05 1-Z2 1-1.108174388046856 Z-1 + 0.881618592363189 72
BPF06 1-Z2 1-1.010215088434197 Z-1 + 0.881618592363189 72
BPFO7 1-Z2 1- 0.908268931390862 Z-1 + 0.881618592363189 72
BPF08 1-72 1-0.802738251823930 Z1 + 0.881618592363189 72
BPF09 1-Z2 1-0.694039531113274 Z1 + 0.881618592363189 72
BPF10 1-Z2 1-0.582601753449814 Z-1 + 0.881618592363189 72
BPF11 1-Z2 1- 0.468864712530910 Z-1 + 0.881618592363189 72
BPF12 1-Z2 1-0.353277277394375 Z1 + 0.881618592363189 72
BPF13 1-Z2 1- 0.236295617941000 Z-1 + 0.881618592363189 72
BPF14 1-Z2 1-0.118381407636811 Z1 + 0.881618592363189 72
BPF15 1-72 1- 0.000000000000000 Z1 + 0.88168592363189 72
BPF16 1-Z2 1+0.118381407636811 Z1 + 0.881618592363189 Z2
BPF17 1-Z2 1+0.236295617941000 Z1 + 0.881618592363189 72
BPF18 1-Z2 1+0.353277277394375 Z1 + 0.881618592363189 Z2
BPF19 1-72 1+0.468864712530910 Z1 + 0.881618592363189 Z2
BPF20 1-Z2 1+0.582601753449814 Z1 + 0.881618592363189 Z2
BPF21 1-72 1+0.694039531113274 Z1 + 0.881618592363189 72
BPF22 1-72 1+0.802738251823931 Z1 + 0.881618592363189 Z2
BPF23 1-72 1+0.908268931390862 Z1 + 0.881618592363189 Z2
BPF24 1-72 1+1.010215088434197 Z1 + 0.881618592363189 72
BPF25 1-72 1+1.108174388046856 Z1 + 0.881618592363189 Z2
BPF26 1-Z2 1+1.201760229626614 Z1 + 0.881618592363189 Z2
BPF27 1-72 1+1.290603272612059 Z1 + 0.881618592363189 Z2
BPF28 1-Z2 1+1.374352894101055 Z1 + 0.881618592363189 Z2
BPF29 1-72 1+1.452678572599145 Z1 + 0.881618592363189 Z2
BPF30 1-22 1+1.525271192436898 Z1 + 0.881618592363189 Z2
BPF31 1-Z2 1+1.591844263708227 Z1 + 0.881618592363189 72
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Table (3.4): Center frequency of noncontiguous digital BPF banks for ASK FFH/SSS

Filter | Fredency Filter | Fredtency
BPFO1 3.3 BPF17 8.1
BPF02 3.6 BPF18 8.4
BPFO03 3.9 BPF19 8.7
BPF04 4.2 BPF20 9.0
BPF05 4.5 BPF21 9.3
BPF06 4.8 BPF22 9.6
BPF07 5.1 BPF23 9.9
BPF08 54 BPF24 10.2
BPF09 5.7 BPF25 10.5
BPF10 6.0 BPF26 10.8
BPF11 6.3 BPF27 111
BPF12 6.6 BPF28 11.4
BPF13 6.9 BPF29 117
BPF14 7.2 BPF30 12.0
BPF15 7.5 BPF31 12.3
BPF16 7.8

Magnitude Response (dB)

Magnitude (dB)

-100

Frequency (MHz)

Figure (3.13): The magnitude response of IR second order BPFO1 for ASK FFH/SSS
using noncontiguous technique.
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Figure (3.14): The pole zero configuration of IR second order BPF01 for ASK
FFH/SSS using noncontiguous technique.
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Figure (3.15): The magnitude response of IR second order BPF31 for ASK FFH/SSS
using noncontiguous technique.
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Figure (3.16): The pole zero configuration of 1R second order BPF31 for ASK
FFH/SSS using noncontiguous technique.

3.4 Design of Parallel IR Second Order Butterworth BPF banks for

FSK FH/SSS.

It is designed using two techniques:

3.4.1 Contiguous Filters

In section (3.3) the design of individual IIR second order BPF is done. The
proposed system needs to design parallel 1IR second order Butterworth BPF
banks as shown in Figure (3.8). It consists of 31 contiguous filters. Table (3.5)
shows the TF for each filter is found by the same procedure as in section (3.2).
The center frequency of each filter is shown in Table (3.6). These center
frequencies values are corresponding to that of DDFS. The relation between fc,
fm1, fm2, R, Rn and f. is [62]:

fo=(fFn1 +fm2)/ 2+fL (3.10)
1

—<fm2 -fm (3.11)

Th

where:

fc : center frequency.
fm1 : 3dB the lower frequency modulation.

fm2: 3dB the upper frequency modulation.
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fu : 3dB lower frequency edge of each BPF from the band of FSK FFH/SS (3dB

band pass frequency).

i:data rate (Rp)
Tp

fm1=1/Th (3.12)
fm2 =2/Th (3.13)

where: Ty : hop period, Ti:hop rate (Rp)
h

The 3dB bandwidth of each filter is approximately is:

AF=fy—f=2f4 +2/Th (3.14)
2

fqg=— 3.15

9T (3.15)

where: fq : guard band.
In the designed proposed system, the hop rate are taken equal data rate
(200Kbit/sec), fm1 400 KHz, fn2 800 KHz to make the separation between

adjacent FSK symbol frequencies be at least il [63] therefore the 3dB

Th
bandwidth (A F ) of each filters is 1.2 MHz.
1 1
T T (5:19)
Th
L=—1=1
Ty (3.17)

where: L: diversity level.

Figure (3.17) shows the distribution of the frequencies over the band (3 MHz-
40.2 MHz) used in FSK FFH/SSS using contiguous techniques.

The realization of each filter is the same as that shown in Figure (3.2)
except that the coefficient values are different. Figures (3.18) and (3.19) show
the magnitude response and pole zero configurations respectively for specified
(f. = 3 MHz, fu =4.2 MHz, fs = 120 MHz, f. 3.6 MHz) BPF01 for FSK
FFH/SSS. And Figures (3.20) and (3.21) show the magnitude response and pole
zero configuration respectively for specified (f. = 39 MHz, fy =40.2 MHz,
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fs = 120 MHz, f. 39.6 MHz) BPF31 for FSK FFH/SSS using contiguous

techniques.
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Table (3.5): The TF of contiguous IR second order Butte rworth BPF banks for FSK

FFH/SSS

Filter | Numerator Denominator

BPFO1 1-72 1-1.905656704377797 Z* + 0.939062505817493 Z2
BPF02 1-72 1-1.879070499370685 Z* + 0.939062505817492 7?2
BPF03 1-72 1-1.845068461568212 Z* + 0.939062505817493 Z2
BPF04 1-72 1-1.803784781479528 Z* + 0.939062505817493 72
BPF05 1-72 1-1.755382386929223 Z* + 0.939062505817492 Z?2
BPF06 1-72 1-1.700052300055639 Z* + 0.939062505817493 72
BPFO07 1-Z2 1-1.638012883433751 7! + 0.939062505817492 Z2
BPF08 1-72 1- 1.569508978297854 Z* + 0.939062505817492 Z2
BPF09 1-72 1-1.494810938265061 Z* + 0.939062505817492 Z2
BPF10 1-Z2 1-1.414213562373095 Z1 + 0.939062505817492 Z2
BPF11 1-72 1-1.328034931643161 Z* + 0.939062505817492 72
BPF12 1-72 1-1.236615137594800 Z* + 0.939062505817493 Z2
BPF13 1-Z2 1-1.140315020819634 Z1 + 0.939062505817492 Z2
BPF14 1-Z2 1-1.039514585452992 71 + 0.939062505817492 Z2
BPF15 1-72 1- 0.934611660926607 Z* + 0.939062505817492 Z2
BPF16 1-Z2 1-0.826020521157996 Z + 0.939062505817492 Z2
BPF17 1-Z2 1-0.714168916830822 Z + 0.939062505817493 Z2
BPF18 1-Z2 1- 0.599499084061659 Z + 0.939062505817493 Z2
BPF19 1-Z2 1- 0.482463302292784 Z1 + 0.939062505817492 Z2
BPF20 1-Z2 1- 0.363523458286276 Z1 + 0.939062505817492 Z2
BPF21 1-Z2 1-0.243148953267983 Z1 + 0.939062505817492 Z2
BPF22 1-72 1-0.121814850415330 Z* + 0.939062505817492 Z?2
BPF23 1-72 1- 0.000000000000000 Z* + 0.939062505817492 Z?2
BPF24 1-Z2 1+0.1218148504153300 Z1 + 0.939062505817492 Z2
BPF25 1-72 1+0.2431489532679820 Z1 + 0.939062505817492 Z2
BPF26 1-72 1+0.3635234582862760 Z1 + 0.939062505817493 Z2
BPF27 1-7°2 1+0.4824633022927840 Z1 + 0.939062505817492 Z2
BPF28 1-Z2 1+0.5994990840616590 Z + 0.939062505817492 Z2
BPF29 1-72 1+0.7141689168308220 Z1 + 0.939062505817493 Z2
BPF30 1-72 1+0.8260202511579960 Z1 + 0.939062505817493 Z2
BPF31 1-72 1+0.9346116609266070 Z1 + 0.939062505817493 Z2
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Figure (3.17): Distribution of the frequencies over the band of FSK FFH/SSS
contiguous filters.

Table (3.6): Center frequency of contiguous digital BPF banks for BSK FFH/SSS

Filter Fr(?\(/qlllj_lezr;cy Filter Fr(?\(}lllj_?gcy
BPFO1 03.6 BPF17 22.8
BPF02 04.8 BPF18 24.0
BPF03 06.0 BPF19 25.2
BPF04 07.2 BPF20 26.4
BPF05 08.4 BPF21 27.6
BPFO06 09.6 BPF22 28.8
BPFO7 10.8 BPF23 30.0
BPF08 12.0 BPF24 31.2
BPF09 13.2 BPE25 32.4
BPF10 14.4 BPF26 33.6
BPF11 15.6 BPF27 34.8
BPF12 16.8 BPF28 36.0
BPF13 18.0 BPF29 37.2
BPF14 19.2 BPF30 38.4
BPF15 20.4 BPF31 39.6
BPF16 21.6
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Figure (3.18): The magnitude response of IIR second order BPFO1 for
FSK FFH/SSS using contiguous technique
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Figure (3.19): The pole zero configuration of IR second order BPF01 for FSK

FFH/SSS using contiguous technique.
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Figure (3.20): The magnitude response of IIR second order BPF31 for FSK
FFH/SSS using contiguous technique
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Figure (3.21) The pole zero configuration of IR second order for BPF31 for
FSK FFH/SSS using contiguous technique
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3.4.2 Noncontiguous Filters
In this design the noncontiguous technique is used to make the overall
bandwidth of FH /SS signal smaller than that used in contiguous technique. This
compression can make the system have good benefits. As shown in section
(3.4) the proposed system needs to design parallel IR second order Butterworth
BPF banks as shown in Figure (3.8) which consists of 31 Butterworth
noncontiguous filters, Table (3.7) shows the TF for each filter which is found
by the same procedure as in section (3.2). The center frequency of each filter is
shown in Table (3. 8). These center frequencies values are corresponding to that
of DDFS. The relation between fc , fm1 , fm2 and Ry with the other step of the
design is the same as that stated in section (3.4.1). The realization of each
filter is the same as that shown in Figure (3.2) except that the coefficient
values are different. Figure (3.22) shows the distribution of frequencies over the
band (3 MHz-22.2 MHz) of FSK FFH/SSS used in the system using
noncontiguous technique. Figures (3.23) and (3.24) show the magnitude
response and pole zero configuration respectively for specified (f. = 3 MHz,
fu = 4.2 MHz, fs = 60 MHz, f. 3.6 MHz) BPFO1 for FSK FFH/SSS. Figures
(3.25) and (3.26) show the magnitude response and pole zero configuration
respectively  for specified (f. = 21 MHz, fu = 22.2 MHz, f; = 60 MHz, f.
21.6MHz), BPFO01 for FSK FFH/SSS using noncontiguous technique.
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Table (3.7): The TF of noncontiguous IR second order Butte rworth BPF banks for

FSK FFH/SSS

Filter | Numerator Denominator

BPFO1 1-72 1-1.752943756671322 Z1 + 0.881618592363189 72
BPF02 1-72 1-1.705905619856961 Z* + 0.881618592363189 Z2
BPF03 1-72 1-1.652135052915168 Z* + 0.881618592363189 Z?2
BPF04 1-72 1-1.591844263708228 Z + 0.881618592363189 Z?2
BPF05 1-72 1-1.525271192436899 Z1 + 0.881618592363189 Z?2
BPF06 1-72 1-1.452678572599146 Z* + 0.881618592363189 Z?2
BPF0O7 1-72 1-1.374352894101055 Z* + 0.881618592363189 Z2
BPF08 1-72 1-1.290603272612059 Z* + 0.881618592363189 Z?2
BPF09 1-72 1-1.201760229626613 Z* + 0.881618592363189 Z?2
BPF10 1-Z2 1-1.108174388046856 Z + 0.881618592363189 Z2
BPF11 1-72 1-1.010215088434197 Z* + 0.881618592363189 Z?2
BPF12 1-72 1-0.908268931390862 Z* + 0.881618592363189 Z?2
BPF13 1-72 1-0.802738251823931 71 + 0.881618592363189 Z2
BPF14 1-72 1-0.694039531113274 Z1 + 0.881618592363189 Z2
BPF15 1-72 1-0.582601753449814 Z* + 0.881618592363189 Z?2
BPF16 1-Z2 1-0.468864712830910 Z1 + 0.881618592363189 Z2
BPF17 1-72 1-0.353277277394375 Z1 + 0.881618592363189 Z2
BPF18 1-72 1-0.236295617941000 Z* + 0.881618592363189 Z2
BPF19 1-Z2 1-0.118381407636811 Z1 + 0.881618592363189 Z2
BPF20 1-Z2 1 - 0.000000000000000 Z'1 + 0.881618592363189 Z2
BPF21 1-Z2 1+0.118381407636811 71 + 0.881618592363189 Z2
BPF22 1-Z2 1 +0.236295617941000 Z* + 0.881618592363189 Z2
BPF23 1-Z2 1+0.353277277394375 71 + 0.881618592363189 Z2
BPF24 1-Z2 1+0.468864712830910 Z1 + 0.881618592363189 Z2
BPF25 1-72 1+ 0.582601753449814 71 + 0.881618592363189 Z2
BPF26 1-Z2 1 +0.694039531113274 71 + 0.881618592363189 Z2
BPF27 1-Z2 1+0.802738251823931 71 + 0.881618592363189 Z2
BPF28 1-72 1 +0.908268931390862 Z1 + 0.881618592363189 Z2
BPF29 1-72 1+1.010215088434197 Z1 + 0.881618592363189 Z2
BPF30 1-Z2 1+1.108174388046856 Z1 + 0.881618592363189 Z2
BPF31 1-72 1+1.201760229626614 Z + 0.881618592363189 Z2
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Table (3.8): Center frequency of contiguous digital BPF banks for BSK FFH/SSS

Fiter | Freuency Fiter | Feduency
BPFO1 03.6 BPF17 13.2
BPFO2 04.2 BPF18 13.8
BPFO3 04.8 BPF19 14.4
BPF04 05.4 BPF20 15.0
BPFO5 06.0 BPF21 15.6
BPFO06 06.6 BPF22 16.2
BPFO7 07.2 BPF23 16.8
BPF08 07.8 BPF24 17.4
BPF09 08.4 BPF25 18.0
BPF10 09.0 BPF26 18.6
BPF11 09.6 BPF27 19.2
BPF12 10.2 BPF28 19.8
BPF13 10.8 BPF29 20.4
BPF14 11.4 BPF30 21.0
BPF15 12.0 BPF31 21.6
BPF16 12.6

Maghnitude
(dB)

_______ Frequency

L 1 2 30 :°>1_
3dB ”43/—3/ R I AR VAN TNy

6 42 48 20'.4 21.0 216 222

Figure (3.22): The distribution of the frequencies over the band of FSK
FFH/SSS noncontiguous filters
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Figure (3.23): The magnitude response of IIR second order for BPFO1 for FSK
FFH/SSS using contiguous technique.
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Figure (3.24): The pole zero configuration of 11R second order BPFO1 for FSK
FFH/SSS using contiguous technique
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Figure (3.25): The magnitude response of IR second order BPF31 for FSK FFH/SSS
using noncontiguous technique
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Figure (3.26) The pole zero configuration of IR second order BPF31 for FSK
FFH/SSS using noncontiguous technique.
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Chapter Four

Design and Simulation of ASK FFH/SS Transceiver
4.1 Introduction
In this chapter ASK FFH/SS systems for hopping rate with 160 k hop/sec
and 160 k bit/sec data rate using contiguous and noncontiguous IIR second
order Butterworth BPF banks are designed using MAT LAB-Simulink tool.
These systems are designed and implemented successfully in real time in the
presence of AWGN and two types of jamming.

4.2 The Proposed System
The block diagram of proposed system for contiguous and noncontiguous

IIR second order Butterworth BPF banks for ASK FFH/SS systems is shown in
Figure (4.1a) and it is implemented using MATLAB-Simulink version 7, as
shown in Figure (4.1b). This contains, the transmitter, transmission channel,
contiguous and noncontiguous digital BPF banks and receiver.

4.2.1 The Transmitter
The transmitter contains: data generator, spread code generator,

serial/parallel converter, DDFS, mixer (spreading ASK signals) and digital
HPF.

4.2.1.1 Data Generator

The binary data generator (Bernoulli Binary Generator) taken from
communication block is set with a probability of zero 50 % and 50 %
one:s, to be used to transmit in data rate 160 k bit /sec. The waveform and
spectrum ofdata are shown in Figures (4.2) and (4.3) respectively.

www.novateurpublication.com



Transmitter

Bernoulli
Binary
Generator

Data
Transmitter

Tx
Data

Transmission
Channel

Y

MTJ

HPF

AWGN

h 4

Frequency
Synthesizer

A A A

121 seenns 31

Serial/parallel
Converter

Spread Code
Generator

HJ

DA N

HPF

Receiver

;E BPF 1
'E BPF 2 T
Receiver < Data
I Demodulator
| Delay
3}
—>{ X[ _BPF31 Frequency
Svynthesizer
v v
A A A RX Tx
Error
Rate
Calculation
1( 2 eeweas 31

Serial/parallel
Converter

A

Spread Code
Generator

Figure (4.1a): Transceiver Block diagram of ASK FFH /SS system.
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Figure (4.1b): Design and simulation of ASK FFH /SS transceiver system
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Figure (4.2): Waveform of data 160 k bit/sec
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Figure (4.3): Spectrum of data 160 k bit/sec
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Figure (4.4): Design and simulation of PN code generator using Simulink.

4.2.1.2 Spread Code Generator.

The spreading code generator is a PN code. Its implementation design using
Simulink are shown in Figure (4.4). PN sequence is generated as a maximal
linear code with a polynomial, f (x) =1+ x >+ x . The PN sequence is generated
by using five stages DFF from Simulink-Extras with two feedback taped (X2,
X®) Ex-Ored to the input of the first stage, in order to get 31 bit length
maximal linear code (2"-1,n =5), the waveform of PN digital clock, 160
kHz is shown in Figure (4.5). The waveform and spectrum of 31 bit maximal

liner code are shown in Figures (4.6) and (4.7), respectively, for ASK FFH/SSS
using contiguous and noncontiguous technique.
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Figure (4.6): Waveform of 31 bit maximal liner code
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Figure (4.7) Spectrum of 31bit maximal liner code

4.2.1.3 Serial / Parallel Converter.

The implementation of the design using Simulink is shown in Figure (4.12). It
Is used to convert the serial output of spread code generator to parallel bits in
order to control the DDFS. The serial / parallel converter is implemented using
five stages DFF taken from Simulink- Extra and the output of the converter

connected to the direct digital frequency synthesizer through special logic
circuit.
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Figure (4.8) Design and simulation serial / parallel converter using simulink

4.2.1.4 Direct Digital Frequency Synthesizer (DDFS)

The block diagram of implementing it is shown in Figure (4.9). It is
implemented by using 31 sinusoidal waves each one is taken from DSP
signal processing block set (MATLAB-Simulink) and connected by special
logic circuit to keep that only one signal at a time multiplied with data at each
hop. Figures (4.10),(4.11),(4.12) and (4.13) show the output of DDFS
waveforms and spectrums for ASK FFH/SSS using contiguous and

noncontiguous technique respectively.

1P ’—>§?—> o/P

ADDER

[T

Coswit Coswe t Cos ws t

Figure (4.9)Direct Digital Frequency Synthesizer

Amplitude (wlt)

Time (sec)

Figure (4.10): Waveform of some 31 signals of DDFS for ASK FFH/SSS
using contiguous technique
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Figure (4.11): Spectrum of 31 signals of DDFS for ASK FFH/SSS
using contiguous technique
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Figure (4.12): Waveform of some 31 signals of DDFS for ASK FFH/SSS
using noncontiguous technique
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Figure (4.13): Spectrum of 31 signals of DDFS for ASK FFH/SSS
using noncontiguous technique

4.2.1.5 Data Spreading for ASK FFH/SSS.

The basic idea of FH, and all types of spread spectrum are spreading the data
over a wide bandwidth by mixing with local DDFS before transmitted. The
spreading technigue for FH in this system does not directly modulate the data
modulated carrier but it is used to control the sequence of carrier frequencies.
Because the transmitted signal appears as a data modulated carrier which is
hopping from one frequency to the next, (FH spreader) this type of pread

spectrum is called FH/SS. On the receiver side, the frequency hopping is
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removed (FH despreader) by mixing with local oscillator DDFS, which is

hopping synchronously with the received signal. Figure (4.14) shows the
waveforms of transmitted data and DDFS signals and spreading transmitted
data ASK FFH/SSS. Figure (4.15) shows spectrum of spreading transmitted data
for ASK FFH/SSS.

Amplitude (wlt)

Time (sec)

Figure (4.14): Waveforms of:
(a) Transmitted data 160 k bit/sec.
(b) DDFS signals.
(c) Spreading data (ASK) before channel.

Swverage Power Spectral Density

L L hy L L L L L L
2 E =3 = 10 12 14 16 18
Frequency (radssfsec) - .“j?

Figure (4.15): Spectrum of spreading data of ASK FFH signal transmitted

4.2.1.6 Digital High Pass Filter (HPF).

The digital HPF used in the proposed system is IIR second order
Butterworth HPF designed with -3dB cut off frequency 3MHz. This filter is
implanted using MAT LAB-Simulink; it is used to reject unwanted signals.
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4.3 The Channel

The FH/SSS which is shown in Figure (4.1) has been used to transmit data

through transmission channel. The block diagram of the transmission channel
contains: AWGN, MTJ and HJ.

> MTJ ]
Transmitted Received
FH/SS Signale—»{ AWCN | LI 71 o™ 5 FH/SS Signal
T
Figure (4.16): Transmission channel
4.3.1 AWGN

When the transmission channel uses only AWGN through the manual
switch, it is added to the transmitted signal with signal to noise ratio
(as selected). The waveform and spectrum of the transmitted signal under
AWGN (SNR =-5d B) are shown in Figures (4.17), (4.18), (4.19) and
(4.20) for ASK FFH/SSS using contiguous and noncontiguous technique

respectively.

Amplitude (wlt)

Time (sec)

Figure (4.17): Waveform of transmitted ASK FFH/SS signals under AWGN
(SNR =-5dB) using contiguous technique

Ayverage Power Spectral Density
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Figure (4.18): Spectrum of transmitted ASK FFH/SS signals under AWGN
(SNR=-5dB)
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Figure (4.19): Waveform of transmitted ASK FFH/SS signals under AWGN
(SNR =-5dB) using noncontiguous technique
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Figure (4.20): Spectrum of transmitted ASK FFH/SSS signals under AWGN (SNR = -
5dB) using noncontiguous technique

4.3.2 Multitone Jamming (MTJ)
The block diagram of implementing it is shown in Figure (4.21). MTJ

(fi=3.16 MHz, 3.32 MHz, 3.48 MHz, SJR = 2.181134486 dB) is added to the
transmitted data with AWGN (for BER = 0.0001). The waveform and spectrum
of transmitted signals under MTJ and AWGN are shown in Figures (4.22),
(4.23),(4.24) and (4.26) for ASK FFH/SSS using contiguous and noncontiguous
technique respectively.

I/P .—>€‘?—> o/P

ADDER

1]

Cos wit Cos wt Cos wst

Figure (4.21): Block Diagram of MTJ
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Figure (4.22): Waveform of transmitted ASK FFH/SS signals spreading data under
MTJ using contiguous technique
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Figure (4.23): Spectrum of transmitted ASK FFH/SS signals under MTJ
using contiguous technique
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Figure (4.24): The waveform of transmitted ASK FFH/SS signals under MTJ
using noncontiguous technique
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Figure (4.25): Spectrum of transmitted ASK FFH/SS signals under MTJ
using noncontiguous technique
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4.3.3 Hopper Jamming (HJ)

The block diagram of implementing it is shown in Figure (4.26). HJ is
(f=3.16 MHz,3.32 MHz,3.48 MHz, SJR = 2.181134486 dB) added to the
transmitted data with AWGN (BER = 0.00001). The waveform of transmitted
signals under HJ and AWGN are shown in Figures (4.27), (4.28), (4.29) and
(4.30) for contiguous and noncontiguous technique respectively.

/P Hg?—> o/P

DDFS

1 T

PN Code Generator

Figure (4.26) Block Diagram of HJ

Amplitude (wolt)

Time (sec)

Figure (4.27): Waveform of transmitted ASK FFH/SS signals under HJ
using contiguous technique
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Figure (4.28): Spectrum of transmitted ASK FFH/SS signals under HJ
using contiguous technique
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Figure (4.29): Waveform of transmitted ASK FFH/SS signals under HJ
using noncontiguous technique
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Figure (4.30): Spectrum of transmitted ASK FFH/SS signals under HJ
using noncontiguous technique

4.4 The Receiver

Figure (4.1) shows the block diagram of the receiver which contains, bank of
parallel digital BPFs, spread code generator, serial/parallel converter, DDFS,
mixer (de-spreading), ASK demodulator, error rate calculation. Digital HPF
iIsthe same as that of the transmitter section (4.2.1.6) it is used to reject
theunwanted signal before de-spreading.
4.4.1 Bank of Parallel Digital BPF

The implementing of it is shown in Figure (3.9) which contains 31 parallel
digital, second order BPFs. The center frequency of each filter which is shown
in Table (3.2) and (3.4) for contiguous and noncontiguous technique is the same
that in DDFS. All the BPFs are controlled through the spread code generator.
Figures (4.31),(4.32),(4.33) and (4.34) show the waveform and spectrum of the
transmitted ASK FFH/SS signals with  AWGN (SNR = -5dB), Figures
(4.35),(4.36),(4.37) and (4.38) show the waveform and spectrum of the
transmitted ASK FFH/SS signals under MTJ (fi=3.16 MHz,3.32 MHz,3.48
MHz and SJR=2.181134486 dB), Figures (4.39),(4.40),(4.41) and (4.42) show
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the waveform and spectrum of the transmitted ASK FFH/SS signal under HJ

(f=3.16 MHz,3.32 MHz,3.48 MHz and SJR=2.181134486 dB) after passing
through the contiguous and noncontiguous parallel digital BPF banks

respectively.
Amplitude (wolt)

=10
Time (sec)

Figure (4.31): Spreading ASK FFH/SS signals under AWGN (SNR=-5dB)
using contiguous technique
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Figure (4.32): Spreading spectrum ASK FFH/SS signals under AWGN (SNR= -
5dB) using contiguous technique

Amplitude (wolt)

Time (sec)

Figure (4.33): Spreading ASK FFH signals under AWGN (SNR=-5dB)
using noncontiguous technique
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Figure (4.34): Spreading spectrum ASK FFHY/SS signals under AWGN
(SNR=- 5dB) using noncontiguous technique
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Figure (4.35): Spreading ASK FFH/SS signals under MTJ
using contiguous technique
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Figure (4.36): Spreading spectrum of ASK FFH/SS signals under
MTJ using contiguous technique
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Figure (4.37): Spreading ASK FFH/SS signals under MTJ
using noncontiguous technique
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Figure (4.38): Spreading spectrum ASK FFH/SS signals MTJ
using noncontiguous technique
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Figure (4.39): Spreading ASK FFH/SS signals under HJ
for ASK FFH/SSS using contiguous technique
Lwerage Power Spectral Density
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Figure (4.40): Spreading spectrum of ASK FFH/SS signals under HJ
using contiguous technique
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Figure (4.41): Spreading ASK FFH/SS signals under HJ
using noncontiguous technique
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Figure (4.42): Spreading spectrum ASK FFH/SS signals under HJ
using noncontiguous technique
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4.4.2 Spread Code Generator.
It is the same as that of the transmitter section (4.2.1.2)
4.4.3 Serial / parallel Converter.
It is the same as that of the transmitter section (4.2.1.3) except that it is
used to controlling of BPFs and DDFS signals of frequency synthesizer at the
same time for the sake of keeping the synchronization between transmitter and
receiver.
4.4.4 DDFS
It is the same as that of the transmitter section (4.2.1.4), its function is to make
down conversion (de-spreading).
4.4.5 Data De-spreading for ASK FFH/SSS.
The data de-spreading is used at the receiver to obtain the transmitted data from
the band received signals. This technique is stated in detail in section (4.2.1.5).
Figures (4.43), (4.44) and (4.45) show the received waveform under, AWGN
(SNR =-5 dB, BER=0.0102), MTJ and HJ each one specified (f=3.16 MHz,
3.32 MHz, 3.48 MHz, and SJR=2.181134486 dB, BER=0.0001), respectively.
Each figure state the following: (a) received spreading ASK FFH/SS signals
after passed through contiguous digital PBF banks. (b) DDFS signals. (c)de-
spreading signals. Figures (4.46), (4.47),(4.48) and (4.49) show waveform and
spectrum of the de-spreading transmitted ASK FFH/SS signals with AWGN
(SNR= -5dB). Figures (4.50),(4.51),(4.52) and (4.53) show the waveform and
spectrum of the de-spreading transmitted ASK FFH/SS signal under MTJ
(f=3.16 MHz,3.32 MHz,3.48 MHz and SJR=2.181134486 dB), Figures (4.54),
(4.55),(4.56) and (4.57) show the waveform and spectrum of the de-spreading
transmitted ASK FFH/SS signals under HJ (fi=3.16 MHz,3.32MHz,3.48 MHz
and SJR=2.181134486 dB) after passing through noncontiguous the bank of
digital BPF banks respectively.
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Figure (4.43): Received ASK FFH/SS signals using contiguous technique under
AWGN (SNR =-5dB, BER=0.0102)
(a) sreading signals
(b) DDFS signals.
(c) despreading signals.
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Figure (4.44): Received ASK FFH/SS signals using contiguous technique under MTJ
(SJR=2.181134486 dB, BER=0.0001)
(a) spreading signals
(b) DDFS signals.
(c) despreading signals.
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Figure (4.45): Received ASK FFHY/SS signals using contiguous technique under HJ
(SJR= 2.181134486 dB, BER=0.0001)
(a) spreading signals.
(b) DDFS signals.
(c) despreading signals.
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Figure (4.46): Despreading ASK FFH/SS signals under AWGN (SNR=-5dB)
using contiguous technique
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Figure (4.47): Despreading spectrum ASK FFH/SS signals under AWGN
(SNR=-5dB) using contiguous technique
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Figure (4.48): Despreading ASK FFH/SS signals under AWGN
(SNR=-5dB) using noncontiguous technique
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Figure (4.49): Despreading spectrum ASK FFH/SS signals under AWGN
(SNR=-5dB) using noncontiguous technique
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Figure (4.50): Despreading ASK FFH/SS signals under MTJ
using contiguous technique
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Figure (4.51): Despreading spectrum ASK FFH/SS signals under MTJ
using contiguous technique
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Figure (4.52): Despreading ASK FFH/SS signals under MTJ
using noncontiguous technique
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Figure (4.53): Despreading spectrum ASK FFH/SS signals under MTJ
using noncontiguous technique
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Figure (4.54): Despreading ASK FFH/SS signals under HJ
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Figure (4.55): Despreading spectrum ASK FFH/SS signals under
HJ using contiguous technique
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Figure (4.56): Despreading ASK FFH/SS signals under HJ
using noncontiguous technique
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Figure (4.57): Despreading spectrum ASK FFH/SS signals under HJ
using noncontiguous technique

4.4.6 ASK Demodulator

The implementation of the design using Simulink is shown in Figure (4.58),
which show: IIR second order LPF, zero-order hold, and unipolar to bipolar
conversion, and threshold (limiter, constant, relational operator, data type
conversion), the output from the threshold is the received message. Figures
(4.59), (4.60) and (4.61) show the de-spreading received detected waveform, of
ASK FFH/SSS under AWGN (SNR = -5 dB, BER=0.0102), MTJ and HJ each
one specified (fj = 3.16MHz, 3.32 MHz,3.48 MHz and SJR= 2.181134486 dB,
BER= 0.0001), respectively. Each figure state the detected despreading ASK
FFH/SS received signals as fallow: (a) before LPF, (b) after LPF, (c) after
limiter, (d) data after threshold. Figure (4.62) Shows the detected of despreading
ASK FFH/SS received signals before threshold under: (a) AWGN (SNR = -5
dB) and transmitted data.(b) MTJ(fj=3.16 MHz , 3.32 MHz,3.48 MHz and SJR
=2.181134486 dB, BER =0.0013) and transmitted data. (c¢) HJ(fj = 3.16 MHz ,
3.32 MHz,3.48 MHz and SJR= 2.181134486dB,BER=0.0078) and transmitted
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data. Figures (4.63) , (4.64), (4.65), (4.66), (4.67) , (4.68) , (4.69) , (4.70) ,
(4.71),(4.72), (4.73) and (4.74) show the detected waveform and spectrum of
de-spreading ASK FFH signals after threshold under, AWGN (SNR= -5
dB) MTJ and HJ each one specified (fj = 3.16 MHz , 3.32 MHz,3.48 MHz and SIR =

2.181134486 dB), for contiguous and noncontiguous technique respectively.

ZOH
(Reshaping)
FDAT ool
Unipolar to l_ Data Type Conversion
> ||  Bipolar > > __
Input to Converter > >= | Convert H@
Demodelator n Output demodeltor
Relational h
- (Received data)
Digital Sign Operator
LPF (Limiter)
-C- | Constant

Output recrved sigal
befor thresholdl

Figure (4.58): Design and simulation ASK demodulator
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Figure (4.59): Detected of despreading received ASK FFH/SS signals under
AWGN (SNR=-5dB, BER=0.0102).
(a) signal before LPF. (b) signal after LPF.
(c) signal after limiting.  (d) data after threshold
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Figure (4.60): Detected of despreading received ASK FFH/SS signals under MTJ :
(a) signal before LPF. (b) signal after LPF.
(c) signal after limiting. (d) data after threshold.
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Figure (4.61): Detected of despreading received ASK FFH/SS signals under HJ:
(a) signal before LPF. (b) signal after LPF.
(c) signal after limiting. (d) data after threshold.
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Figure (4.62): Detected of despreading received FFH/SS signals before threshold under
(a) AWGN (SNR=-5dB) and transmitted data.
(b) MTJ (f;=3.16 MHz,3.32 MHZz,3.48 MHz, SJR=2.181134486 dB,
BER=0.0013) and transmitted data.
(c) HJ (fj=3.16 MHz,3.32 MHZz,3.48 MHz, SJR=2.181134486 dB,
BER=0.0078) and transmitted data.
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Figure (4.63): Detected despreading ASK FFH/SS signals under AWGN
(SNR =-5dB) after threshold using contiguous technique
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Figure (4.64): Detected despreading Spectrum ASK FFH/SS signals under
AWGN (SNR=-5dB), after threshold using contiguous technique
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Figure (4.65): Detected despreading ASK FFH/SS signals under AWGN
(SNR=-5dB), after threshold using noncontiguous technique
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Figure (4.66): Detected despreading spectrum ASK FFH/SS signals under
AWGN (SNR=-5 dB), after threshold using noncontiguous technique
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Figure (4.67): Detected despreading ASK FFH/SS signals under
MTJ, after threshold using contiguous technique
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Figure (4.68): Detected despreading spectrum ASK FFH/SS signals under
MTJ after threshold using contiguous technique
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Figure (4.69): Detected despreading ASK FFH/SS signals under
MTJ after threshold using noncontiguous technique

o 20

=

o

2 0

=

[

[y

= .0
-15 -10 A 0 g 10 15
Frame: 3663

Frequency (MHz)

Figure (4.70): Detected despreading spectrum ASK FFH/SS
signals after threshold using noncontiguous technique
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Figure (4.71): Detected despreading ASK FFH/SS signals under HJ
after threshold using contiguous technique
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Figure (4.72): Detected despreading Spectrum ASK FFH/SS signals under HJ
after threshold using contiguous technique
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Figure (4.73): Detected despreading ASK FFH/SS signals under HJ
after threshold using noncontiguous technique
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Figure (4.74): Detected despreading spectrum ASK FFH/SS signals under HJ
after threshold using noncontiguous technique

4.4.7 Error Rate Calculation

The block diagram of it is shown in Figure (4.75). The block error rate
calculation is gotten from Simulink DSP, and its function is to calculate BER. It
has two inputs: one is the message from the demodulator (Rx) and the other
from the data generator (Tx) at the transmitter after adding the measured delay

between transmitter and received message (6.25u sec). Figures (4.76),(4.77) and
(4.78) show detected data and transmitted data with delay (6.25 p sec). In
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general, an error in a digital transmission facility occurs when existing

pulses are lost or transmitted 1's are detected by the receiver as 0's. The bit

error rate is the average rate at which the errors occur and can be expressed as
[64]:

Ne

BER = (4.1)

NT

where :

Ne , NT : number of error bits and transmitted bits during simulation time
TX &——> Modulo2 Threshold Summation Ne /NT
RXT Adder > > > —>BER

g3

Figure (4.75): Block diagram of error rate calculation
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Figure (4.76): Final received datawaveform under AWGN (SNR =-5dB)
(a) Transmitted data after delay (6.25) pn sec.
(b) Received data.
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Figure (4.77) Final received data waveform under MTJ:
(a) transmitted data after delay (6.25) p sec.
(b)receiveddata.
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Figure (4.78): Final received datawaveform under HJ:
(a) transmitted data after delay (6.25) p sec.
(b)receiveddata.

4.5 Simulation Results
The performance of any digital system is the measuring of BER for
received data. Therefore in this proposed system we study the effect of the

noise (AWGN) and jamming (MTJ, HJ) to the ASK FFH/SSS using contiguous
and noncontiguous technique.
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4.5.1 Effect AWGN

During simulation process and after 0.62 ms simulation time the number of
bits is 10000 bits, if we take different values of SNR in dB from AWGN block
for each run and calculate BER by using error rate calculation from
communication block set, the results of these calculation are shown in Figure
(4.79) for ASK FFH/SSS using contiguous and noncontiguous technique

respectively. To calculate the Gp in dB, from equation (2.4) which state that

By x2" -1
T e,

Itis clear that from Figure (4.79), the BER performance for ASK FFH/SSS

using contiguous technique is better than that using noncontiguous technique for
5 dB > SNR > 13 dB and the reverse is correct for (5 dB <SNR > 13 dB).

2" -1, Gp (dB)= 10 log (2 f —1): 10 log 31 =14.9 dBy, , for n=5

BER
=

BER for ASK FFH /S35 using contiguous
technigue under AVWGH

BER fnr ASK FFH/SES using noncontiguous | .. Sheseemenaes
P technigueunder AYWGN |
10 : : : : : .
-15 =10 A a ] 10 Y15 20
ShRIdB)

Figure (4.79): BER versus SNR (dB) for ASK FH/SSS under AWGN
using contiguous and noncontiguous
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4.5.2 Effect of Jamming.

The two system are tested under the following types of jamming:

A- Effect of Multitone Jamming (MTJ).

As stated in section (2.4.2)and section (4.3.2), Figure (4.26) shows the block
diagram of MTJ (f; =3.16 MHz , 3.32MHz , 3.48 MHz), different values of
signals are taken of MTJ to obtain many values of SJR in dB and reading the
corresponding BER by using error rate calculation block from communication
block set, during the simulation process after 0.62 ms simulation time, the
number of bits is 10000 bits for each run. The results of these calculations are
shown in Figure (4.80) which shows the relationship between BER and SJR
(dB) FFH/SSS under MTJ using contiguous and noncontiguous technique
respectively. It is clear that ASK FFH/SSS using contiguous technique has better
BER performance than that using noncontiguous technique (gained SJR 13 dB,
for BER 1 x 10%).

_________________________________________________________________________

F| —%— BER for ASK FFH / 555 contiguouas technique under MTJ [
[| ——BER for ASK FFH/ 555 noncontiguous technigue under MTJ |-

BER

5 0 5 10 15 o 2
SIR(HB)

Figure (4.80): BER versus SJR (dB) for ASK FH/SSS under MTJ
using contiguous and noncontiguous technique
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B. Effect of Hopper Jamming (HJ)
It is explained in section (2.4.3) and (4.3.3) Figure (4.31) shows the block
diagram of HJ (fj = 3.16 MHz, 3.32MHz, 348 MHz) which it has severed effect
than that of MTJ. Also the calculating the effect of this type is done by run the
system with simulation time 0.62 ms to get 10000 bit for each run and
calculated the BER. The results of these calculations are shown in Figure (4.81)
which shows the relationship between BER and SJR (dB) FFH SSS under HJ

using contiguous and noncontiguous technique respectively.

-1
1|:| ----- T r=r=y=y=y=y= T TET=r=y—y=y= =Ty |SvEv=r=y=y=y=r=y= |Sv=v=r=r=y=v=r=r= |y |Sv=r=r=r=y=v=r=r= l--::

r-| —&— BER far ASK FFH / 255 cantiguous technigque under H =
["| —F— BER for ASK FFH / 555 noncontiguous technigue under HJ |7

BER

0 5 10 15 0 25 0 35
SIR(HE)

Figure (4.81): BER versus SJR (dB) for ASK FFH / SSS under HJ

using contiguous and noncontiguous technique

Itis clear that ASK FFH/SSS using noncontiguous technique has better BER
performance than that of contiguous technique, (gained SJR 11 dB for
BER 1 x10)
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Chapter Five

Design and Simulation of FSK FFH/SS Transceiver

5.1 Introduction

In this chapter FSK FFH/SS transceiver for hopping rate of 160 k hop/sec
and 160 k bit/sec data rate using contiguous and noncontiguous IIR second order
Butterworth BPF banks are designed successfully in real time using MAT LAB-
Simulink tool. These two systems are tested under AWGN and two types of
jamming.
5. 2 The Proposed System

The block diagram of proposed system for FSK /FFH transceiver using
contiguous and noncontiguous technique, is shown in Figure (5.1a) and it
is implemented using MATLAB-Simulink version 7, as shown in Figure
(5.1b). This contains, the transmitter, transmission channel, contiguous and
noncontiguous digital BPF banks and receiver.
5.2.1 The Transmitter

The transmitter contains: data generator, BFSK modulator, spread code

generator, serial/parallel converter, DDFS, mixer (spreading of FSK signals) and
digital HPF. The mixer and data generator are taken from communication block
set (MATLAB-Simulink).
5.2.1.1 Data Generator

The binary data generator (Bernoulli Binary Generator) from Simulink
communication block is set, and adjusted with probability of zero, 50% and 50%
ones. It is transmitted within data rate 160 k bit/sec. The waveform and
spectrum of data are shown in Figures (5.2) and (5.3).
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Figure (5.1a) Transceiver block diagram of FSK FFH /SS system.
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Figure (5.1b): Design and simulation of FSK FFH /SS transceiver system.
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Figure (5.2) : Waveform of data 160 k bit/sec
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Figure (5.3): Spectrum of data 160 k bit/sec

5.2.1.2 BFSK Modulator.

The BFSK modulator design and its implementation using Simulink is
shown in Figure (5.4). It was implemented choosing fm1 = 400 kHz, fm2 = 800
KHz in order to get the separation between two adjacent frequency 400
KHz ( fmi= 1/Th , fm2 = 2/Tn ) for operating this proposed system with
transmit data rate 160 k bit/sec and out of distortion. Figures (5.5) ,(5.6) and
(5.7) show the generation of BFSK waveform of fm:, fm2 cosine waves.
Figure (5.8) shows the spectrum of fm1, fmz of BFSK.

(&5 B
o fwlt)
|m= S nS 'y e -
Bernoulli !:\—
Binary L CIutpuU
Transmitted NOT Switch
Data
2

oS (w2t )

Figure (5. 4): Design and simulation of BFSK modulator [wi=(2 fi t),
we= (2 f2 t)], [f1 (fn1) =400KHz, f2(fn2) = 800 KHZ]
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Figure (5.5): Waveform of :
(a) transmitted binary data of rate 160 k bit/sec.

(b) waveform ofcos (2 fm1 ). (c) ASK of cos (2 fm1).
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Figure (5.6): Waveform of :
(a) transmitted binary data of rate 160 Kk bit/sec.

(b) waveform ofcos (2f mz2) (c) ASK ofcos (2 fm2)
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Figure (5.7): Waveform of :
(a) transmitted binary data of rate 160 k bit/sec
(b) ASK ofcos (2 fma).
(c) ASK ofcos (2 fm2). (d) waveform of BFSK.
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Figure (5.8): Spectrum of BFSK

5.2.1.3 Spread Code Generator

It is the same as that stated in chapter four (section 4.2.1.2), except that the
difference in spectrums of 31 bit maximal linear code of PN sequence
generated which are shown in Figures (5.9) and (5.10), for the proposed FSK

FFH/SSS using contiguous and noncontiguous technique respectively.
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Figure (5.9): Spectrum of 31 bit maximal linear code using contiguous
technique
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Figure (5.10): Spectrum of 31bit maximal linear code using
noncontiguous technique

5.2.1.4 Serial / Parallel Converters

It is the same as that stated in chapter four section (4.2.1.3).

5.2.1.5 DDFS

It is the same as that stated in chapter four section (4.2.1.4), except that the

DDFS signals spectrum outputs are shown in Figure (5.11) for the proposed
system FSK FH/SSS.

Average Power Spectral Density
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Figure (5.11): Spectrum of 31 signals of DDFS
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5.2.1.6 Data Spreading for FSK FFH/SSS

The basic idea of FH, and all type of spread spectrum is spreading the
data over a wide bandwidth, before transmitted. This technique is stated in
detail in chapter four (section 4.2.1.5). Figure (5.12) shows the waveforms of
transmitted data and signal that produces the spreading of transmitted data
using FSK FFH/SS which is done in this proposed system. Figures (5.13) and
(5.14) show the waveform and spectrum of spreading of transmitted of data
using BFSK FFH/SS which is done in this proposed system BFSK FH/SSS
using contiguous technique before transmitted.

5.2.1.7 Digital HPF
It is the same as that stated in chapter four sections (4.2.1.6) except that it is

used to reject one side band of the BFSK modulator besides the rejection of
unwanted signals.

Amplitude (volt)

w10

Time (sec)

Figure (5.12): Waveforms of FSK FFH/SS:
(a) waveforms of BFSK.
(b) DDFS signals.
(c) spreading data (FSK) after HPF
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Figure (5.13): Waveform of spreading FSK FFH/SS signals
using contiguous technique

Avarage Power Spectral Density

0.8
0.6
0.4
0.2

1 1 1 1 L 1
0.5 1 1.5 2 2.5 3 3.5
Freguency (radsfsec) w 10%

Figure (5.14): Spectrum of spreading data of FSK FFH/SS before
transmitted using contiguous technique
5.3 The Channel.

The FH/SSS which is shown in Figure (5.1) has been used to transmit data
through transmission channel which is the same as that stated in chapter four,
section (4.3).

5.3.1 AWGN.

It is the same as that stated in chapter four (section 4.3.1), except that the
waveform and spectrum of the transmitted signal under AWGN (SNR =
-10 dB) are shown in Figures (5.15), (5.16), (5.17) and (5, 18) using
contiguous and noncontiguous technique.

Amplitude (volt)

A At e
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Figure (5.15): Waveform of transmitted FSK/SS signals under
AWGN (SNR =-10dB) using contiguous technique
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Figure (5.16): Spectrum of transmitted FSK FFH/SS signals under (SNR=-10 dB)
transmitted using contiguous technique
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Figure (5.17): Waveform of transmitted FSK FFH/SS signals under AWGN
(SNR =-10dB) using noncontiguous technique
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Figure (5.18): Spectrum of transmitted FSK FFH/SS signals under
(SNR=-10 dB) using noncontiguous technique

5.3.2 Multitune Jamming(MTJ)

It is the same as that stated in chapter four section (4.3.2) .The waveform
and spectrum of transmitted signals under MTJ and AWGN are shown in
Figures (5.19), (5.20),(5.21) and (5.22) before contiguous and noncontiguous
BPF banks respectively.
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Figure (5.19): Waveform of transmitted FSK FFH/SS signals under
MTJ using contiguous technique
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Figure (5.20): Spectrum of transmitted FSK FFH/SS signals under
MTJ using contiguous technique
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Figure (5.21): Waveform of transmitted FSK FFH/SS signals under
MTJ using noncontiguous technique
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Figure (5.22): Spectrum of transmitted FSK FFH/SS signals under
MTJ using noncontiguous technique

www.novateurpublication.com



90
5.3.3 Hopper Jamming (HJ).

It is the same as that stated in chapter four section (4.3.3).The
waveforms of BFSK FFH/SS transmitted signals under HJ and AWGN are
shown in Figures (5.23), (5.24), (5.25) and (5.26) for contiguous and non-
contiguous technique respectively.
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Figure (5.23): Waveform of transmitted FSK FFH/SS signals under
HJ using contiguous technique
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Figure (5.24): Spectrum of transmitted FSK FFH/SS signals under
HJ using contiguous technique
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Figure (5.25): Waveform of transmitted FSK FFH/SS signals under
HJ using contiguous technique
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Figure (5.26): Spectrum of transmitted FSK FFH/SS signals under
HJ using noncontiguous technique
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5.4 The Receiver.

Figure (5.1), shows the block diagram of the receiver which contains Digital
HPF which is the same as that stated in chapter four section (4.2.1.6), bank of
parallel digital BPFs, spread code generator, serial/parallel converter, DDFS,
mixer (dispreading of BFSK signals), FSK demodulator, error rate calculation.

5.4.1 Bank of Parallel Digital BPF

Figure (3.9) shows the block diagram of it which contains 31 parallel digital,
second order band pass filters. The center frequency of each filter which is
shown in table (3.5), (3.7), for contiguous and noncontiguous technique is the
same as that in DDFS. All the BPFs are controlled through the spread code
generator. Figures (5.27),(5.28),(5.29) and (5.30) show the waveform and
spectrum of the transmitted FSK FFH/SS signals with AWGN (SNR=-10dB)
Figures (5.31),(5.32),(5.33) and (5.34) show the waveform and spectrum of the
transmitted FSK FFH/SS signals under MTJ (fi=3.16 MHz,3.32 MHz,3.48
MHz and SJR=2.181134486 dB). Figures (5.35), (5.36),(5.37) and (5.38) show
the waveform and spectrum of the transmitted FSK FFH/SS signals under
HJ (f=3.16 MHz,3.32 MHz,3.48 MHz and SJR=2.181134486 dB)  after
passing through contiguous and noncontiguous digital BPF banks before
dispreading respectively.

Amplitude (wlt)
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Figure (5.27): Spreading FSK FFH/SS signals under
AWGN (SNR=10dB) using contiguous technique
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Figure (5.28): Spreading spectrum FSK FFH/SS signals under AWGN
(SNR=-10dB) using noncontiguous technique
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Figure (5.29): Spreading FSK FFH/SS signals under AWGN
(SNR=-10dB) using noncontiguous technique
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Figure (5.30): Spreading Spectrum FSK FFH/SS signals under AWGN
(SNR=-10dB) using noncontiguous technique
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Figure (5.31) Spreading FSK FFH/SS signals under MTJ
using contiguous technique
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Figure (5.32): Spreading Spectrum FSK FFH/SS signals under MTJ
(SJR=2.181134486 dB) using contiguous technique
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Figure (5.33): Spreading FSK FFH/SS signals under MTJ
using noncontiguous technique
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Figure (5.34): Spreading spectrum FSK FFH/SS signals under
MTJ using noncontiguous technique
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Figure (5.35): Waveform FSK FFH/SS signals under HJ
using contiguous technique
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Figure (5.36): Spreadin spectrum FSK FFH/SS signals
under HJ using contiguous technique
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Figure (5.37): Spreading FSK FFH/SS signals under HJ (SJR=2.181134486 dB)
using noncontiguous technique
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Figure (5.38): Spreading spectrum FSK FFH/SS signals under HJ
using noncontiguous technique

5.4.2 Spread Code Generator.
It is the same as that of the transmitter section (5.2.1.3)
5.4.3 Serial / parallel Converter
It is same as that stated in chapter four section (4.2.1.3).
5.4.4 DDFS
It is the same as that of the transmitter section (5.2.1.5), its function is to make

down conversion (de-spreading).
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5.4.5 Data Despreading for FSK FFH/SSS

This technique is used at the receiver to obtain the transmitted data from a

wide bandwidth received signal. It is stated in chapter four section (4.2.1.5).
Figures (5.39), (5.40) and (5.41) show the received waveform under, AWGN
(SNR =-10dB), MTJand HJ each one specified (f=3.16 MHz,3.32 MHz,3.48
MHz and SJR=2.181134486 dB, BER=0.0001) respectively. Each figure state
the following:
(a) received spreading of FSK FFH/SS signals after passed through contiguous
digital BPF banks. (b) DDFS signals. (c) despreading signals. Figures (5.42),
(5.43), (5.44), (5.45), (5.46), (5.47), (5.48), (5.49), (5.50), (5.51), (5.52) and
(5.53) show waveform and spectrum of the despreading transmitted FSK
FFH/SS signals under, AWGN (SNR=-10dB),MTJ and HJ each one specified
(f = 3.16 MHz ,3.32 MHz ,3.48 MHz and SJR=2.181134486 dB) of the
proposed system after contiguous and noncontiguous digital BPF banks
respectively.

Amplitude (wlt)
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Figure (5.39): Received FSK FFH/SS signals using contiguous technique under
AWGN (-10 dB):
(a) spreading signal .
(b) DDFS signals.
(c) despreading signals.
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Figure (5.40): Received FSK FFH/SS signals using contiguous technique under MTJ:
(a) spreading signal .
(b) DDFS signals.
(c) despreading signals.
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Figure (5.44): Received FSK FFH/SS signals using contiguous technique under HJ:
(a) spreading signal.
(b) DDFS signals.
(c) despreading signals.
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Figure (5.42): Despreading FSK FFH/SS signals using contiguous technique
under AWGN (SNR=-10dB)
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Figure (5.43): Despreding spectrum FSK FFH/SS signal using contiguous
technique under AWGN (SNR =-10dB)
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Figure (5.44): Despreading FSK FFH/SS signals using noncontiguous technique
under AWGN (SNR=-10dB, BER=0.0601)
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Figure (5.45): Dispreading spectrum FSK FFH/SS signals using noncontiguous
technique under AWGN (SNR=- 10dB)
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Figure (5.46): Despreading FSK FFH/SS signals using
contiguous technique under MTJ.
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Figure (5.47): Despreading spectrum FSK FFH/SS signals
using contiguous technique under MTJ.
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Figure (5.48): Despreading FSK FFH/SS signals using noncontiguous
technique under MTJ.
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Figure (5.49): Despreading spectrum FSK FFH/SS signals
using noncontiguous technique under MTJ.
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Figure (5.50): Despreading FSK FFH/SS signals
using contiguous technique under HJ.
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Figure (5.51): Despreading spectrum FSK FFH/SS signals using

contiguous technique under HJ
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Figure (5.52): Despreading FSK FFH/SS signals using
noncontiguous technique under HJ
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Figure (5.53): Despreading spectrum FSK FFH/SS signals
using contiguous technique under HJ
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5.4.6 FSK Demodulator

In the receiver of BFSK FFH/SSS noncoherent detection is used due to
Doppler effect. Figure (5.54) shows, the implantation design of BFSK
noncoherent demodulator using Simulink, which contains a pair of matched
filters followed by envelope detectors. The filter in the upper path is
matched to the FSK signal of frequency (fiw =400 kHz), and the filter
in the lower path is matched to the signal of frequency (fn2=800KHZz). These
matched filters function as BPFs centered at fm: and fm2, respectively. The
upper digital band pass filter allows the received signal of frequency (fm1)
400 KHz, and the lower digital BPF allows the received signal of
frequency (fm2) 800 KHz to pass respectively of the BFSK FFH/SS received
signals. Figures (5.55), (5.56) and (5.57) show the waveform of the noncoherent
BFSK detected signals passed through upper BPF, envelope detector and LPF
(fee = 160 KHz) filter under AWGN (SNR = -10 dB ), MTJ and HJ each one
specified (f; = 3.16MHz,3.32 MHz ,3.48 MHz and SJR =2.181134486 dB ),
respectively. Figures (5.58), (5.59) and (5.60) show the waveform of the
noncoherent BFSK detected signals passing through lower BPF, envelope
detector and LPF (f = 160 KHz ) filter under AWGN (SNR =-10dB ),
MTJ and HJ each one specified (f=3.16 MHz,3.32 MHz,3.48 MHz and SJR
=2.181134486 dB), respectively. Figures (5.61), (5.62) and (5.63) show the
detected of spreading BFSK FFH/SS received signals after passing through
subtractions, zero order hold (ZOH), and limiting (Sign) respectively.
Figures ( 5,64), (5,65) and (5,66) show the detected of spreading BFSK
FFH/SS received signals before limiting , after limiting and after threshold
respectively. Fig.(5.67) shows the transmitted data and detected of spreading
BFSK FFH/SS received signals under AWGN (SNR = -10dB ), MTJ and HJ
each one specified (fi = 3.16MHz,3.32 MHz ,348 MHz and SJR = 2181134486
dB).
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Figure (5.54): Design and simulation of noncoherent BFSK demodulator for FFH /SS
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Figure (5.55): Detected of despreading received BFSK FFH/SS signals under
AWGN (SNR=-10dB):

receiver using Simulink
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(a) after upper BPF (fm1 = 400 KHz.
(b) after upper envelope detector (U?)
(c) after upper LPF (fx= 160 KHz)
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Figure (5.56): Detected of despreading received BFSK FFH/SS signals under MTJ
(a) after upper BPF (fn1 = 400 KH2).
(b) after upper envelope detector (U?).
(c) after upper LPF (fe = 160 KHz).
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Figure (5.57): Detected of despreading received BFSK FFH/SS signals under HJ
(a) after upper BPF (fm1 = 400 KH2).

(b) after upper envelope detector (U?).
(c) after upper LPF (fx =160 KHz).
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Figure (5.58): Detected of despreading received BFSK FFH/SS signals
under AWGN (SNR=-10dB):
(a) after lower BPF (fm2 = 800 KH2).
(b) after lower envelope detector .
(c) after lower LPF (fx =160 KHz).
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Figure (5.59): Detected of despreading received BFSK FFH/SS signals
under MTJ (SJR=2.181134486 dB):
(a) after lower BPF (fn2 =800 KHz.
(b) after lower envelope detector (U?).
(c) after lower LPF (f: = 160 KHz).
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Figure (5.60): Detected of despreading received BFSK FFH/SS signals under HJ:
(a)after lower BPF (fnz =800 KHz.
(b) after lower envelope detector (U?).
(c)after lower LPF (f: = 160 KHz).
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Figure (5. 61): Detected of despreading received BFSK FFH/SS signals under
AWGN (SNR=-10dB):
(a) detected signal after subtraction.
(b) detected signal after sqrt.
(c) detected data after reshaping.
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Figure (5.62): Detected of despreading received BFSK FFH/SS signals under MTJ :
(a) detected signal after subtraction.
(b) detected signal after sqgrt.
(c) detected data after reshaping.
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Figure (5.63): Detected of despreading received BFSK FFH/SS signals under HJ:
(a) detected signal after subtraction.
(b) detected signal after sqgrt.
(c) detected data after reshaping.
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Figure (5.64): Detected of despreading received BFSK FFH/SS signals under
AWGN (SNR=-10dB)
(a) detected signal before limiting.
(b) detected signal after limiting.
(c) detected data after threshold.
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Figure (5.65): Detected of despreading received BFSK FFH/SS signals under M TJ:
(a) detected signal before limiting.
(b) detected signal after limiting.
(c) detected data after threshold.
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Figure (5.66): Detected of despreading received BFSK FFH/SS signals under HJ:
(a) detected signal before limiting.
(b) detected signal after limiting.
(c) detected data after threshold.
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Figure (5.67): Transmitted data and detected of spreading BFSK FFH/SS signals
received before threshold under:
(a) AWGN (SNR=-10dB).
(b) MTJ (fj=3.16 MHz, 3.32 MHz, 3.48 MHz, SJR=2.181134486 dB).
(c) HJ (fi= 3.16MHz, 3.32 MHz, 3.48 MHz, SJR=2.181134486 dB).
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5.4.7 Error Rate Calculation

The block diagram of it is shown in Figure (4.75). The block of the error
rate calculation is gotten from Simulink DSP, and its function is to
calculate BER. It has two inputs: one is the message from the BFSK
noncoherent receiver detector and the other from the data generator at the
transmitter with the measured delay between transmitter and receiver message.
Figures (5.68), (5.69) and (5.70) show received detected data and transmitted
data with delay (6.25) p sec respectively.

In telecommunication transmission, system performance is frequently
specified in terms of the average probability of error P. . This term is also
known in various references and among test equipment vendors and systems
integrators as bit error rate (BER). The bit error rate is the average rate at which
the errors occur and can be expressed as stated in chapter four, section (4.4.7),
and equation (4.1).

Amplitude (wlt)

Time offset: 0

Time (sec)
Figure (5.68): Final received datawaveform under AWGN (SNR =-10 dB)

(a) transmitted data after delay (6.25) p sec.
(b) received data.
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Figure (5.69): Final received datawaveform under MTJ :
(a) transmitted data after delay (6.25) p sec.
(b) received data.
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Figure (5.70): Final received datawaveform under HJ:
(a) transmitted data after delay ( 6.25) p sec.
(b) received data.

5.5 Simulation Results
The performance of any digital system is the measuring of the BER for

received data. Therefore, in this proposed system we study the effect of the noise
(AWGN) and jamming (MTJ, HJ) to the FSK FFH/SSS using contiguous and
noncontiguous technique.
5.5.1 Effect of AWGN

During simulation process and after 0.62 ms simulation time the number of
bits was 10000 bits, taking different values of SNR in dB from AWGN
block for each run and calculate BER by using error rate calculation from
calculation block set ,the results of these calculation are shown in Figure (5.71)
for FSK FFH/SSS using contiguous and noncontiguous technique. The
calculation of Gp is the same as that in section (4.5.1).
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Figure (5.71): BER versus SNR (dB) for BFSK contiguous FH/SSS under AWGN
using contiguous and noncontiguous technique

Itis clear that from Figure (5.71) the BER performance FSK FFH/SSS using
contiguous technique is better than that of using noncontiguous technique
(gained SNR 5dB for BER 1 x104).

5.5.2 Effect of Jamming

The system has been tested under the following types of jamming:

Effect of MTJ, as stated in section (2.6.2) and section 4.3.2, Figure (4.26)
shows the block diagram of MTJ (fj =3.16 MHz, 3.32 MHz, 3.48 MHz). We
take different values of signals of MTJ to obtain many values of SJR in dB and
read the corresponding BER by using error rate calculation block from
communication block set, during the simulation process after 0.62 m sec
simulation time, the number of bits is 10000 bits for each run. The results are
shown in Figure (5.72) which shows the relationship between BER and SJR
(dB) FFH/SSS using contiguous and noncontiguous technique respectively.

It is clear that be FSK FFH/SSS using noncontiguous technique has better
BER performance than that using contiguous technique (gained SJR 3dB for
BER 1 x 10).
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Figure (5.72): BER versus SNR (dB) for BFSK FH/SSS under MTJ
using contiguous and noncontiguous technique.

B. Effect of Hopper Jamming (HJ).

It is explained in sections (2 .6.3 and 4.3.3) Figure (4.31) shows the block
diagram of HJ (fj =3.16 MHz, 3.32 MHz, 3.48 MHz) which it has severed effect
than that of MTJ. Also we calculate the effect of this type by run the system
with simulation time 0.62 ms to get 10000 bit for each run and calculated the
BER. The results of these calculations are shown in Figure (5.73) which
shows the relationship between BER and SJR (dB) FFH/SSS using
contiguous and noncontiguous technique respectively. It is clear that BFSK
FFH/SSS using noncontiguous technique has better BER performance than that
of contiguous technigue (gained SJR 5 dB for BER 1 x 10%).
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Figure (5.73): BER versus SJR (dB) for FSK FFH/SSS under HJ using
contiguous and noncontiguous technique.

5.6 Results of Comparison between ASK and BFSK FFH/SSS

A comparison is made between ASK and BFSK FFH SSS using BP
contiguous and noncontiguous filters. These results are calculated when these
four proposed systems are tested under the effect of noise (AWGN) and
jamming (MTJ and HJ) which can be stated as follows: Figures (5.74), (5.75)
and (5.76) show the simulation results of these four proposed ASK and BFSK
FFH/SS systems using contiguous and noncontiguous technigue under the
effect of AWGN, MTJ, HJ respectively. Table (5.1) shows the frequency band
and bandwidth for each type of the ASK and FSK FFH/SS transceiver systems.
Table (5.2) shows the summary of the comparisons between all the proposed

systems.
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Figure (5.74): BER versus SNR (dB) for ASK and FSK FFH/SSS using contiguous
noncontiguous technique respectively under the effect of AWGN.
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and noncontiguous technique respectively under the effect of M TJ.
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Figure (5.76): BER versus SJR(dB) for ASK and FSK FFH/SSS using contiguous
and noncontiguous technique respectively under the effect of HJ.

20
SJR(dE

noncontiguous technique

. Frequenc
Proposed System Bandwidth g y
Band
ASK FFH/SS system using 18 MHz 3-21 MHz
contiguous technique
ASK FFH/SS system using 9.6 MHz 3-12.6 MHz
noncontiguous technique
FSK FFH/SS system using 37.2 MHz 3-40.2 MHz
contiguous technique
FSK FFH/SS systemusing 19.2 MHz 3-22.2 MHz

Table (5.1): The bandwidth and frequency band for each one of all proposed
FFH/SS transceiver systems
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BER performance
Parameter BFSK FFH/SSS BFSK FFH/SSS ASK FFH/SSS ASK FFH/SSS
under test using contiguous using noncontiguous using contiguous using noncontiguous
technique technique technique technique
AWGN Best for all other More than the ASK More than the ASK Less performance for
proposed System. FFH/SSS. FFH/SSS. all proposed systems.
(for BER 1x10% SNR | (for BER 1x10#*SNR | (for BER 1x10*SNR | (for BER 1x10#SNR
7.71dB) 11.91 dB). 13.81dB) 14.46 dB)
MTJ
More than the ASK Best for all other More than the ASK Less performance for
FFH/SSS. proposed systems. FFH/SSS. all proposed systems.
(for BER 1x10*% SNR | (for BER 1x10% SNR | (for BER 1x10%4 SNR | (for BER 1x10*SNR
7.446 dB) 4.9474 dB) 9.03dB) 23.01 dB)
HJ
More than the ASK Best for all proposed | Less performance for More than the ASK
FFH/SSS. systems. all proposed systems. FFH/SSS.
(for BER 1x10% SNR | (for BER 1x10%4 SNR | (for BER 1x10%*SNR | (for BER 1x10%SNR
13.47 dB) 7.446 dB) 33.466 dB) 23 dB)

Table (5.2): The BER performance for all proposed FH/SS transceiver systems

www.novateurpublication.com

GT1



116
Chapter Six

Conclusions and Recommendations for Future Work

6.1 Conclusions

In responding to the demands for secure and anti-jamming communication

systems, and in spite of complexity of the FH/SSS, four wireless FFH/SS

transceiver systems were designed using MAT LAB-Simulink and operated in real

time successfully. These four types are, ASK and FSK FFH/SS transceiver systems

using contiguous and noncontiguous technique respectively.

As a result, one can draw the following conclusions: -

a.

The synchronization of all the four types of systems of FFH/SSS designed is
achieved by using a designed contiguous and noncontiguous technique
second order IIR Butterworth BPF banks in receiver side.

Al four systems spread the data in high frequency band, with bandwidths
18 MHz (3-21 MHz),37.2MHz (3-40.2 MHz) ,9.6 MHz (3-12.6 MHz)
,19.2MHz (3-22.2 MHz), for ASK and BFSK FFH/SS transceiver systems
using contiguous and noncontiguous technique respectively.

It is clear that BFSK FFH SSS has better BER performance for noise
(AWGN) and jamming (MTJ, HJ), as shown in chapter five section (5.6).
The two designed ASK FFH/SSS have bandwidths less than that of BFSK
FFH/SSS, but their BER performance is less than that of FSK FFH/SSS.
Two types of digital filters were designed using contiguous and
noncontiguous technique. The bandwidths become smaller using
noncontiguous technique than that using contiguous technique with the same
data rate and hop rate therefore the four designed FFH/SSS using
noncontiguous technique had good performance and most economical for the

contiguous type, see Table (5.1).
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f. To find out the difference in BER performance for all the four designed

proposed FFH SSS, see Figures (5.74), (5.75) and (5.76) and Table (5.2).

g. Noncoherent detection is designed and implemented in the receivers of the
two types of BFSK FFH/SSS due to Doppler effect.

h. ASK demodulator is designed and implemented for the receivers of two
types of ASK FFH/SS transceiver system.

6.2 Recommendations for Future Work
The results of the current work can be extended as a future work as follows: -

a. It is clear that there are two factors can reduce the effect of jamming and
noise, these factors are the numbers of channel (number of digital BPF) and
the number of hops per channel, that means increasing the process gain (Gp)
and this can be done by increasing the frequency band of spread spectrum to
be hopped.

b. With exceeding hop rate more than data rate by many factors (more than the
one), the FFH/SSS can overcome the threat of the follower jammers easily.
Even the fastest follower jammers may be relatively close to the system to
affect it because of the propagation speed of the electromagnetic waves.

c. Using longer PN, Gold PN sequences to add more complication to the
jammer.

d. Because the four proposed designed FFH/SS transceiver systems are
operated successfully, this work can be implemented by using FPGA.
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